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exploring the content of such knowledge bases often find it challenging to employ formal query languages, as this requires
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automatically translates natural language questions into SPARQL queries, over the Smithsonian American Art Museum
CIDOC-CRM representation is presented. The proposed approach uses an ontology, named Query Ontology, defined to
represent the natural language concepts and relations specific to the question’s domain. This system’s architecture uses
a traditional natural language processing symbolic approach, with a pipeline of modules for the syntactic, semantic, and
pragmatic analysis. An evaluation of the proposed system is presented and shows very promising results.
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1 Introduction
The representation of cultural heritage information in an ontology, such as International Committee for
Documentation Conceptual Reference Model (CIDOC-CRM), which was developed for museums by the
CIDOC of the International Council of Museums [11, 18], enables new searches using dedicated interfaces or
using a specific query language, such as SPARQL. The CIDOC-CRM Ontology, an OWL2 ontology,1 is also used
to represent other domains, such as national archives information [19, 20, 35].

To explore information on the semantic web, such as CIDOC-CRM or DBPedia knowledge bases, SPARQL
queries or DL-Queries are adequate tools to use. Users interested in exploring the content of such knowledge
bases find it difficult to use a formal query language such as SPARQL. To ease this task, platforms like Sparnatural2
[7] and RDF Explorer3 [36, 37] were developed allowing users to explore an RDF Knowledge Graph by building
SPARQL queries intuitively. However, exploring RDF Knowledge Graphs still requires users to understand
the underlying information representation model and the ontology classes and properties used to structure it.
Therefore, to improve user interaction with a knowledge base, such as those built on CIDOC-CRM, an automatic
translation system that converts natural language questions into SPARQL queries is proposed. As an application
domain of the proposed system, the Smithsonian American Art Museum (SAAM)4 knowledge base is used.
The information about the digital collection of artefacts and artists in the American Art Museum is represented
using the CIDOC-CRM ontology.5 Answers to natural language questions within SAAM domain can be obtained
by executing the SPARQL query generated by the system on the SAAM’s SPARQL endpoint.6

The proposed system follows a traditional natural language processing symbolic approach, namely syntactic
analysis, semantic analysis, and pragmatic interpretation. The syntactic analysis uses a dependency parser to
analyze the natural language question, Stanza [25]. The semantic analysis uses a simplified Discourse Represen-
tation Structure (DRS) [13], the partial DRS. Pragmatic interpretation is achieved by mapping the partial DRS to
the Query Ontology as a Constraint Satisfaction Problem (CSP). The Query Ontology is defined to represent
natural language concepts and relations specific to the question’s domain. Additionally, class and property
annotations were added to represent specific vocabulary information and syntactic role preferences. Semantic web
rules were incorporated to evaluate the adequacy of the question representation. This strategy enables multiple
interpretations for each question. Selecting the best interpretation is addressed as a multi-objective problem,
considering lexical, syntactic, and semantic information to evaluate potential solutions.

The proposed system can be integrated into a user interface for natural language question-answering within
the SAAM domain. This interface can be designed to accept natural language questions and display output as a
SPARQL query, SPARQL query results, or a natural language answer derived from the SPARQL query results.
In addition, the user interface could present the intermediate steps, such as the syntactic parse, the partial
DRS, and the Query-Ontology solution, helping the users to understand the natural language question system
interpretation.

A set of 50 SAAM-domain questions was used to evaluate the proposed system’s performance. This evaluation
helped identify and resolve issues in syntactic and semantic interpretation of natural language questions, while
also highlighting the approach’s potential. Due to the complexity of artefact names, a simple gazetteer-based
Named Entity Recognition (NER) system was developed. Additionally, a 5,000-question dataset, based on
10 different template types proposed in [10], was used to assess NER performance and the system’s ability to
recognize names without using NER. Results indicate the effectiveness of using NER, achieving 100% precision
compared to approximately 98% precision for artist names and 50% for artefact names without NER.
1https://www.w3.org/TR/owl2-rdf-based-semantics/
2https://sparnatural.eu/
3https://www.rdfexplorer.org/
4https://americanart.si.edu/
5https://triplydb.com/smithsonian/american-art-museum
6https://triplydb.com/smithsonian/american-art-museum/sparql
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The remainder of this article is organized as follows. Section 2 presents an overview of relevant related work.
Section 3 presents the proposed approach architecture on how a natural language question is transformed into a
SPARQL query representation. The process of transforming the natural language input question into its DRSs
variants, based on syntactic analysis and dependencies tree, is explained in Section 4. The mapping between the
partial DRS and the Query Ontology is explained in Section 5. The Query Ontology, which serves as a middle
layer to adequately interpret the vocabulary used in the input question and the knowledge base, is detailed in
Section 6. Afterward, Section 7 explains the methodology used to choose the best semantic interpretation
solution. In Section 8, the transformation process of the semantic interpretation solution, as a Query Ontology
representation, into the corresponding SPARQL query is presented. The evaluation of the proposed question-
answering system is detailed in Section 9. Finally, in Section 10, conclusions and future work are drawn.

2 Related Work
The SAAM,7 as the inaugural collection of American art in the United States, houses one of the world’s most
extensive and diverse compilations of American art. Spanning from the colonial era to the present, its collection
unravels America’s intricate artistic and cultural narrative. With over 7,000 represented artists, the museum takes
a pioneering role in identifying and acquiring significant facets of American visual culture. This encompasses
photography, modern folk and self-taught art, African American art, Latino art, and even video games. The
museum boasts the largest collection of New Deal art, alongside remarkable holdings of contemporary craft,
American impressionist paintings, and masterpieces from the Gilded Age. Additionally, SAAM maintains six
comprehensive online research databases, encompassing over half a million records. Among these databases is
the Inventories of American Painting and Sculpture, cataloguing more than 400,000 artworks found in public and
private collections worldwide.

Since 2014, the SAAM has consistently released information on the collections as Linked Open Data (LOD)
[32, 33], aiming to enhance the discoverability of its collections by sharing metadata in a machine-readable linked
data format. By offering this metadata under an open licence, the SAAM’s goal is to facilitate greater accessibility
and encourage creative utilization of the available artwork information in various applications, including search
and other innovative uses. Additionally, SAAM offers an online platform8 enabling users to access and query the
SAAM dataset. This platform provides various tools, including a dynamic interface browser, elastic search, and a
SPARQL endpoint, enhancing the flexibility and efficiency of exploring the dataset. The SAAM has employed the
CIDOC-CRM to model the concepts and relationships that exist within its collection [6].

CIDOC-CRM provides a standardized framework for defining and structuring the concepts and relationships
fundamental to documenting cultural heritage. The CIDOC-CRM, recognized as the most extensive cultural
heritage ontology, consists of 81 entity types (classes), or concepts, that can be connected through 160 relationships
(properties).9 By employing these classes and properties, the CIDOC-CRM offers a structured framework for
describing the complex relationships between objects and the events shaping their histories, such as creation,
modification, acquisition, and exhibition. The CIDOC-CRM model is event-based, while museum data is object-
based, i.e., consisting of discrete fields of information, such as artist, title, and date. The SAAM information
model utilizes only 19 classes and 23 properties from an older version of CIDOC-CRM. Some of these classes
and properties were dropped in the latest versions, such as the class E82 Actor Appellation. A CIDOC-CRM
modelation must comply with the main principles of the CIDOC-CRM model10 [11, 34]. Such modulation can

7https://americanart.si.edu/
8https://triplydb.com/smithsonian/american-art-museum
9CIDOC-CRM version 7.1.3, February 2024. https://cidoc-crm.org/html/cidoc_crm_v7.1.3.html
10CIDOC-CRM version 7 and its RDF Schema expression.
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Fig. 1. SAAM representation of the information in the sentence “The Morning Haze was painted by Leonard Ochtman in
1909.”

be complex and difficult for common users to understand and apply in the definition of SPARQL queries. For
instance, consider the sentence

Sentence 1. “The Morning Haze was painted by Leonard Ochtman in 1909.”

The information conveyed by this sentence within SAAM model is shown in Figure 1. The artefact “Morning
Haze” is represented by an instance of the class E22 Man-Made Object, and the author “Leonard Ochtman” is
represented as an instance of the class E39 Actor. A production event, represented by the class E12 Production,
links the artefact and the author, indicating that the author created the artefact. The artefact is connected to
the production event through the property P108i was produced by, while the author is linked to it through
the property P108i was produced by. The creation date of the artefact is also associated with the production
event. This date is represented as a time-span, using the class E52 Time-Span, and connected to the produc-
tion event via the property P4 has time span. Finally, the type of artefact is represented using the class E55
Type. Additionally, author names are represented in more detail, using the class E82 Actor Appellation and
E55 Type.

To search for informationwithin the SAAMknowledge base, SAAMSPARQL endpoint can be utilized. SPARQL11

is the standard query language and protocol for LOD on the web and for RDF triplestores that enables users
to query information from knowledge bases mapped to RDF, such as OWL knowledge bases. Querying such
knowledge bases using SPARQL queries is difficult and complex, even for experts. In addition to the syntax and

11https://www.w3.org/TR/rdf-sparql-query/
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semantics of the SPARQL language, it is also necessary to know the information representation model of the
knowledge base. Developing a system capable of translating natural language questions into SPARQL queries can
significantly expand access to the SAAM knowledge base. This would benefit a wide range of users, including
those unfamiliar with the SAAM CIDOC-CRM model or the SPARQL language.

To address these challenges, there has been a significant increase in researchers’ focus on automating the
translation of natural language questions into SPARQL queries in the past decade. Various approaches have
been introduced, such as the work presented in [3, 4, 28, 30, 41], where the translation process is divided into
distinct, independent layers. One layer classifies the question type (single-factual, etc.), another constructs a
syntactic representation of the natural language question, a third applies rule-based techniques to generate query
patterns, and the final layer maps the pattern contents to target ontology instance classes and properties. Some of
these systems [3, 4] compute multiple SPARQL queries and employ a ranking methodology to select the best
answer. These systems are typically designed to target ontologies like DBPedia or Yago, which have simpler
representations compared to the CIDOC-CRM ontology. In an event-centric ontology like CIDOC-CRM, directly
mapping patterns to the ontology may not be straightforward and often requires the creation of intermediate
class instances to represent the underlying CIDOC-CRM events implied by the natural language questions. For
example, the sentence 1 would require the introduction of a E12 Production instance to connect the author and
artefact.

In recent years, there has been a notable rise in the adoption of machine learning techniques for addressing
these challenges. In [2, 14, 22, 27, 40], language models are employed to identify language features within input
queries. To effectively generate complex SPARQL queries, these models require extensive annotated datasets to
learn intricate query patterns. While datasets are available for DBPedia that correlate natural language questions
with SPARQL queries for specific languages, a substantial gap persists in dataset availability for various ontology
domains and languages, impeding the training and optimization of large language models. The radius-based
question-answering pipeline system [10] consists of several steps: first, natural language named entities are
identified and mapped to corresponding ontology entities. Then, subgraphs with a radius of 1–4 are generated for
each recognized entity. These subgraphs are subsequently converted into text, before the Roberta system [16]
is employed to extract the answer. The system’s performance is evaluated on a single-entity factoid question
dataset, built by the authors, using the SAAM CIDOC-CRM ontology domain. This dataset is also employed to
assess the performance of the proposed approach in the current paper.

Ontologies have been proposed as a method for interpreting questions within the context of knowledge bases,
as seen in [1, 12, 17, 21, 31, 39]. This approach is adopted in the present work, where a processing pipeline,
featuring a natural language understanding module, and an ontology for domain-specific knowledge is employed
to develop components for a generic question-answering system over OWL knowledge bases. Specifically, to
evaluate the performance of the proposed approach, the focus is on the SAAMs dataset, based on a CIDOC-CRM
OWL2 representation. Employing an ontology as an intermediate layer to represent the semantics of natural
language domain questions facilitates a clear definition of mapping rules to the target ontology. Additionally, it
permits the establishment of criteria to prioritize the final SPARQL query translation. These criteria can be based
on syntactic, semantic, and domain-specific information.

The natural language processing module utilizes a cutting-edge statistical English parser, namely the Universal
Dependencies parser—Stanza,12 and the semantic representation of the question takes the form of a simplified
DRS [8, 13]. In [15], a Universal Discourse Representation Structure Parsing utilizing a Transformer architecture
is introduced. However, this neural network-based tool is currently unavailable for use. Alternatively, other
noteworthy semantic parsers are presented in [9, 26, 42].

12Stanza library https://stanfordnlp.github.io/stanza/

ACM Journal on Computing and Cultural Heritage, Vol. 18, No. 2, Article 21. Publication date: April 2025.

https://stanfordnlp.github.io/stanza/
https://stanfordnlp.github.io/stanza/


21:6 • D. Varagnolo et al.

Fig. 2. Question answering architecture.

3 Question-Answering Architecture
The approach underlying the transformation of a natural language question into a SPARQL query representation
involves applying several transformation steps to the representation. These steps begin with the input natural
language question and end with the corresponding output SPARQL query representation. The transformation
process passes through intermediate syntactic and semantic representations, as well as a matching query ontology
representation. For this purpose, the proposed methodology comprises three main modules (see Figure 2): Partial
Semantic Representation, Pragmatic Interpretation, and SPARQL Generator.

The Partial Semantic Representation module provides a new representation of the input natural language
question, derived from its syntactic, semantic, and universal dependency analysis.

The transformation of the input natural language question into the new representation is performed in two
steps. First, a dependency parser, namely Stanza,13 is applied to the question. The Stanza parser analyzes the
linguistic structure of the question and generates a parser tree. Then, this parser tree is transformed into a set of
partial DRSs using the DRS process.

The DRS process, which is explained with further details in Section 4.1, converts the question parser tree into a
representation that captures the meaning of the question. This is accomplished by organizing the information in
the parser tree into a structured format that represents the discourse relations and the logical structure of the
question.

It is important to note that a single syntactic analysis can sometimes lead to multiple DRSs. This can occur
due to linguistic phenomena such as pp-attachment, where different syntactic analyses can result in different
interpretations of the question. The Stanza parser selects the “best” analysis based on the corpus it was trained
on. However, it is possible to recover other analyses during the partial semantic analysis if they are relevant.

The Partial Semantic Representation module is designed to be language-independent and domain-independent.
The Stanza parser is available for many languages, allowing the module to analyze questions in multiple languages.
Additionally, the DRS process uses Universal Dependencies Tags, which are defined uniformly for all languages,
ensuring consistency in the analysis across different languages.

13https://stanfordnlp.github.io/stanza/
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Fig. 3. Dependency tree for the question “Which paintings did Leonard Ochtman create?”

Fig. 4. DRS generated from the dependency tree.

As an illustrative example, consider the following question.

Question 1. “Which paintings did Leonard Ochtman create?”

The dependency tree of the illustrative Question 1 is shown in Figure 3 and, based on this dependency tree, the
Partial Semantic Representation module generates a DRS, as shown in Figure 4.

After the Partial Semantic Representations of the question are obtained, the Pragmatic Interpretation module
aims to rewrite those representations into a set of potential alternative meanings for the input question within
the specific domain context. See Section 5.2 for further details. This process employs an ontology-based domain
representation, the Query Ontology (detailed in Section 6), in conjunction with a multi-objective optimization
approach to determine the best interpretation of the question within the domain ontology’s context. Query
Ontology is defined to represent natural language concepts specifically related to the target domain, encompassing
only those subjects that can be queried about the information contained within the target knowledge base. Further
details are presented in Section 7. Moving on to the illustrative question example, Figure 5 presents the solution
generated by this module.

Finally, a SPARQL Query Builder is applied to the Semantic Query Representation solution, generating the
corresponding SPARQL query representation. Further details are provided in Section 8. The SPARQL query 1
corresponds to the representation of the illustrative Question 1 obtained by this builder. Using the available
SAAM SPARQL endpoint, the presented SPARQL query facilitates the search for the answers to the initial natural
language question within the provided CIDOC-CRM Ontology Population of the Art Collection.

ACM Journal on Computing and Cultural Heritage, Vol. 18, No. 2, Article 21. Publication date: April 2025.
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Fig. 5. Solution of the question “Which paintings did Leonard Ochtman create?”

Listing 1. SPARQL Query representation of the question “Which paintings did Leonard Ochtman create?”

4 Partial Semantic Representation
The Partial Semantic Representation module, shown in Figure 6, comprises an optional NER module, a syntactic
analysis module, and a partial semantic analysis module.

Artwork titles (names) can be challenging for syntactic parsers to identify as proper nouns due to their potential
to form coherent syntactic units. For example, the artwork title “Expulsion from the Garden” might be analyzed
as a noun (“Expulsion”) modified by a prepositional phrase (“from the Garden”). Given the finite and readily
available nature of Artwork titles and Author names, a Gazetteer containing these names can be constructed.
This Gazetteer could be employed in a straightforward NER process to identify and replace name occurrences
with predefined tokens that are easily recognized as proper nouns by the syntactic analyzer. After the syntactic
analysis, the original names are restored in the final sentence syntactic representation.

ACM Journal on Computing and Cultural Heritage, Vol. 18, No. 2, Article 21. Publication date: April 2025.
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Fig. 6. Partial semantic representation architecture.

In the illustrative example Question 1, the NER module identifies the occurrence of “Leonard Ochtman” within
the Gazetteer and replaces it with the predefined token “John,” as presented in 2. This modified question is
subsequently processed by the Syntactic Analysis module.

Question 2. “Which paintings did John create?”

Listing 2. List of tokens annotated by Stanza of the question “Which paintings did Leonard Ochtman create?”

The syntactic analysis is done by Stanza [24], a Universal Dependencies Parser.14
The output of the Stanza analysis, after substituting the placeholder “John” with the original name, is visualized

in Figure 3. The corresponding list of Stanza-annotated tokens is provided in Listing 2.
The list of annotated tokens is the input of the module Partial Semantic Analysis. This module builds a DRS

with an algorithm based on Discourse Representation Theory [13] adapted to dependencies parser. Currently,
it is restricted to questions (sentences) with determiners that give rise to existentially quantified variables, and
conditionals and other complex discourse phenomena [29] are not considered.
14Stanza library (https://stanfordnlp.github.io/stanza/) is a Python natural language analysis package, which contains a collection of tools for
the linguistic analysis of many human languages. Stanza includes a multilingual dependency parsing module that builds a tree structure from
natural language sentence words which represents the syntactic dependency relations between words.
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4.1 DRS Builder from Dependency Parser
A DRS is a set of discourse referents and a set of conditions, which are relations on the discourse referents
[13]. The resulting DRSs are called Partial DRS since the conditions on discourse referents are not semantically
interpreted. For instance, a noun that is an action agent remains as the subject of a verb, in the partial DRS.

A partial DRS is obtained by

—A noun gives rise to a new discourse referent.
—A verb also gives rise to a new discourse referent representing the event or action.
—The dependency annotations subject, object or indirect object of a verb, and verb modifiers, such as proposi-
tional phrases, adjectives and adverbs, define the names of the conditions between discourse referents.

The information associated with each discourse referent includes a variable, a lemma, and a determiner (maybe
null). A condition is defined as having as name the syntactic role, and as discourse referents the token and the
head token discourse referents variables or, in the case of verb modifiers, the name is composed of the lemma (ex:
oblique) and the preposition lemma. In the case of noun modifiers (nmod) the condition name is the preposition
lemma. Figure 4 presents the partial DRS of the list of tokens listed in 2.

According to the partial DRS definition:

(1) token id=2, lemma=“painting”, upos= “NOUN”, head: 5, deprel= “obj”
New discourse referent: X3 - painting - which
New conditions: qualifier(X3, “Which”), obj(X1,X3)
Token id=1 is consumed.

(2) id= 4, lemma= “Leonard Ochtman”, “upos”: “PROPN”, “head”: 5, deprel: “nsubj”
New discourse referent: X2 - Leonard Ochtman - null
New conditions: subj(X1,X2), has_name(X1,“Leonard Ochtman”)

(3) id= 5, lemma=“create”, upos= “VERB”, head= 0, deprel=“root”
New discourse referent: X1 - create - null
New conditions: none
Tokens id=3 and id=5 are consumed.

Since Stanza generates only one sentence parsing and some sentences may have other possible analyses, in the
partial DRS builder, other partial DRSs can be obtained by considering that: the existence of nominal obliques
(obl), nominal modifiers (nmod), appositional modifiers (appos), and propositions such as of, can have their head
moved to another sentence token, the head of the current head (pp-attachment movement).

The semantic interpretation of a partial DRS is the attribution of an Ontology Class to each discourse referent
and the attribution of an Ontology Property, an object property or a data property, to each condition. This
interpretation, the Pragmatic Interpretation, is done by mapping the partial DRS on the Query Ontology.

5 Pragmatic Interpretation
The Pragmatic Interpretation module is presented in Figure 7. The input of this module is a sentence’s partial DRS
that the CSP solver component transforms into a set of new partial DRSs, where a class of the Query Ontology is
coherently assigned to each discourse referent, see Section 5.1. Then, this set of DRSs is transformed into a new
set of DRSs, where, in each DRS, each condition is replaced by a coherent ontology property by the Ontology
Content-Matching component. The resulting DRSs are full DRSs, each one a semantic representation of the initial
sentence. Since a sentence can have a large number of possible semantic representations, the two components
objective function calculus and multi-objective problem solving are responsible for choosing the best semantic
representation of the question sentence.

ACM Journal on Computing and Cultural Heritage, Vol. 18, No. 2, Article 21. Publication date: April 2025.
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Fig. 7. Pragmatic interpretation architecture.

5.1 CSP Solver
To assign a coherent Ontology class to each partial DRS discourse referent as a CSP, the problem is defined by

(1) the set of variables - = {-1, -2, ..., -=}, each -8 is a discourse referent;
(2) the set of domain variable values � = {�1, �2, ..., �=}, each �8 is an ontology class;
(3) the set of constraints � = (�11 ∨�12 ∨ ...) ∧ ... ∧ (�<1 ∨�<2 ∨ ..), established by the m conditions in the

partial representation and the object properties in the ontology.
For each condition �8 from discourse referent - 9 to discourse referent -: in the DRS, the conjunction of
the following restrictions is added:
For each object property, n, in the ontology with domain �; and range �< , the disjunction of the constraint
�8= = (- 9 = �; ∧ -: = �<) is added.

A solution is an evaluation that is consistent and that is complete. Consistency is verified when the solution
does not violate any of the constraints and completeness is verified when the solution includes all the variables.
Such evaluation is said to solve the CSP.

The Java package CP-SAT Solver15 is used to represent and solve the CSP.
Considering N, the number of Query Ontology classes, and D, the number of discourse referents in a question’s

partial DRS, the time complexity of solving the CSP is O(#� )). The maximum number of potential solutions is
bounded by #� .

For illustrative example Question 1, the number of solutions generated by applying this module is 559, which is
lower than the maximum of 321 = 9,261 for this case. Here, 21 represents the number of Query Ontology classes
and 3 the number of discourse referents in the partial DRS (Figure 4).

To complete the Query Ontology solutions, the next step consists of assigning an ontology object property, or
data property, to each DRS condition.

5.2 Ontology Content-Matching
The input of the Ontology Content-Matching component is a set of DRSs, where each discourse referent has an
ontology class assigned. In each DRS, each two argument condition �: = (-8 , %<, - 9 ) is assigned to a coherent

15https://developers.google.com/optimization/cp
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object property of the ontology, taking into account that the class of -8 is the domain class and the class of - 9 is
the range class of the object property. When there is more than one ontology property with the same domain and
range, the DRS is duplicated with the property variants. The process for interpreting the one argument conditions
will assign one ontology data property to the condition constrained by the class of the discourse referent of the
condition.

The output of this module is a set of DRS, each one is an ontology representation of the question. The best
ontology question representation is chosen in the next modules of the Pragmatic Interpretation. The Ontology
Content-Matching module has a linear time complexity based on the number of conditions in the DRS, since the
number of object properties in the ontology is constant.

6 Query Ontology
The Query Ontology is designed to enable the representation of the natural language concepts conveyed by the
questions used to query the SAAM knowledge base.

As mentioned, the SAAM knowledge base has information on artworks and artists, namely the authorship
of the artworks. SAAM also has some information associated with artists such as their birth date, death place,
nationality, or biography. And, it associates information to artworks such as the type (painting, sculpture, etc.),
the material used, the dimension, how was obtained, and so on. In Figure 8 the classes of the Query Ontology
are displayed. These classes represent the concepts present in the users’ natural language questions: Action,
Date, Place, Object, and Concept. The classes Query and Qualifier are used to represent the question structure,
namely the question focus.

The class Object has the sub-classes Artist and Artefact, which are used to represent the concepts conveyed
by noun phrases in natural language. The class Action has the sub-classes Make and Give, which are actions
usually conveyed by verb phrases.

Figure 5 presents the final semantic representation of the illustrative example, Question 1. In this Figure,
the discourse referent X1, representing the verb create, is assigned to the class Make; the discourse referent
X2, representing the proper name “Leonard Ochtman,” is assigned to class Artist; and the discourse referent
X3, representing the noun “paintings,” is assigned to class Artefact. The discourse referents X4 and X5 are
added to define the sentence as a question.

Since some of the classes in theQuery Ontology, such as Object, are defined to organize the knowledge domain
and will never be used to be assigned to a discourse referent, the class LanguageModel was introduced to model
the classes that can be used to interpret the class of a discourse referent. Figure 9 presents the Query Ontology
with the class LanguageModel.

Query Ontology object properties are links between classes and should reflect the meaning of relationships
between natural language expressions. For instance, there must be a link between Artist and Artefact due to
the natural language expression “[A] author of [B].” Since there is no inverse expression in English to such
meaning, the inverse link (property) should not be considered in the Query Ontology. In Table 1, the object
properties related to the class Artist are presented. This table displays the object property name, its class domain,
and class range, and an example of a natural language question where the property must be used.

The object property birthdate_of is used to link a special date, Birthdate, to an Artist. The use of this
property reflects the fact that in English it is not possible to link a general date to an Artist. The expression
“the year of Leonard Ochtman” is awkward and requires a lot of context to interpret it as referring to the date
of birth. In the SAAM’s domain, the expression will be ambiguous and the Query Ontology does not represent
it. The BirthDate is a class that represents “the date of the birth.” The classes BirthPlace, DeathDate, and
DeathPlace and the object properties birthplace_of, deathdate_of, and deathplace_of are defined due to
the same phenomena as in BirthDate and birthdate_of.
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Fig. 8. Query Ontology classes.

Table 1. Query Ontology Object Properties Related to the Class Artist

Object-Property Name Domain Range Use
author_of Artist Artefact Who is the author of Morning Haze?
birthdate_of BirthDate Artist What was the birthdate of Leonard Ochtman?
birthplace_of BirthPlace Artist What was the birthplace of Leonard Ochtman?
deathdate_of DeathDate Artist What was the deathdate of Leonard Ochtman?
deathplace_of DeathPlace Artist Where was the deathplace of Leonard Ochtman?
who_made Make Artist Who painted the Morning Haze?
who_born Born Artist Who was born in 1854?
who_die Die Artist When did Leonard Ochtman die?
conc_of_Artist ConceptArtist Artist What was the nationality of Leonard Ochtman?

The object property who_make links an Action Make to an Artist. This property represents that the artist
is the agent of the action to make. The properties who_born and who_die link an Action, Born, or Die to an
Artist, reflecting that an artist is the patient of the action in each of the properties.

The object property conc_of_Artist links a ConceptArtist to an Artist. The class ConceptArtist is used
to represent artist properties (attributes) within SAAM knowledge base, which are conveyed by noun phrases
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Fig. 9. Query Ontology classes in the language model.

Table 2. Query Ontology Object Properties Related to the Class Artefact

Object-Property Name Domain Range Use
author_of Artist Artefact What was the birthplace of the creator of the Morning Haze?
made_art Make Artefact Who painted the Morning Haze?
give_art Give Artefact Who donated the Morning Haze?
production_of_Artefact Production Artefact When was the production of Morning Haze completed?
timeperiodArtefact TemporalAction Artefact When was the Morning Haze completed?
conc_of_Artefact ConceptArtefact Artefact What is the size of the Morning Haze?

such as “the biography” and “the nationality.” To avoid the proliferation of classes, this class represents more than
one concept of the SAAM knowledge base.

Regarding the concept Artfact, Table 2 displays its related Query Ontology Object Properties.
The object property author_of links an artist to an artefact, representing the fact that the Artist was the

author of the Artefact. The object properties made_art and give_art link the Action, Make or Give, to an
Artefact reflecting that the artefact is the patient of the action. The property production_of_Artefact links a
Production to an Artefact. A production in SAAM knowledge base is the same as the Action Make, but this
class Production is defined in the Query Ontology to facilitate the recognition of the nominalization of the
action Make in particular to represent the noun modifiers (e.g., production of [A]). The timeperiodArtefact
object property links a TemporalAction to an Artefact. The class TemporalAction represents actions such
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Table 3. Query Ontology Object Properties Related to the Class Action

Object-Property Name Domain Range Use
action_date Action Date When was the Morning Haze created?
action_place Action Place Who was born in Zonnemaire?

Table 4. Query Ontology Object Properties Related to the Sub-Classes of Action

Object-Property Name Domain Range Use
who_die Die Artist When died Leonard Ochtman?
who_born Born Artist Who was born in 1854?
give_art Give Artefact Who gave the Morning Haze?
give_to Give GenericEntity Who gave the Honeymoon Motel to the museum?
who_give Give GenericEntity Who gave the Morning Haze?
made_art Make Artefact Who painted the Morning Haze?
who_made Make Artist Who painted the Morning Haze?
makeConc Make ConceptArtefact What are the sculptures that are made of lead?
timeperiodArtefact TemporalAction Artefact When did Morning Haze start?
timeperiodProduction TemporalAction Production When did the production of Morning Haze start?

Table 5. Query Ontology Object Properties
to Structure a Query

Object-Property Name Domain Range
Select Query Cselect
qQualifer Query Qualifier

as “to start” or “to end.” These properties enable the representation of the time limits of the production of an
artefact. Finally, the conc_of_Artefact object property links a ConceptArtefact to an Artefact. The class
ConceptArtefact is used to represent the artefact properties (attributes) in SAAM that are conveyed by noun
phrases such as “the size” and “the material.”

The object properties that have as domain the class Action are presented in Table 3. The temporal sentences
and location modifiers are linked to an Action by these object properties. These object properties can have as
domain any sub-class of Action, such as Make, Born, Die, and Give.

Regarding the sub-classes of Action, Table 4 presents the object properties that have those sub-classes as
domains.

The actions Die and Born have only one object property to link to the Artist, which is the patient. Those
verbs have no other arguments except temporal or location modifiers. The action Give has the object property,
who_give, to represent the agent, the property give_art, to represent the patient, and the property give_to to
represent the recipient.

The object property timeperiodArtefact links a TemporalAction to an Artefact and the object property
timeperiodProduction links the temporal action to a production, both as patients of the action.

The object properties presented in Table 5 are used to structure a Query.
The object property select links a Query to a Cselect. The class Cselect groups the classes that can be

the answer to a query: Object, Date, Place, and Concept. The object property qQualifer links a Query to a
Qualifier, which is the interrogative used in the question.

When a question DRS does not have an instance of Query, as in the case of the question DRS in Figure 4, a
new Query instance must be created and an instance of Cselect should be linked by the object property select.
To decide the adequate Cselect to be linked to Query, the best candidate is the Object that has a data property
qualifier. The following semantic rule is used to correct the DRSs that do not have defined a Query.
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Table 6. Query Ontology Class Annotations

Class Sub-Class Annotation
Birth Action bear; born
Death Action death; die
Give Action give; offer; obtain; donate
Make Action create; make; paint; author
TemporalAction Action begin; start; end; finish; complete; . . .
ConceptArtefact Concept art type; material; size; type
ConceptArtist Concept biography; nationality
GenericEntity Concept museum
BirthDate Date birthdate; birth date
DeathPlace Place deathplace; death place
Artist Person creator; author
Artefact Object painting; sculpture

If the object property qualifier is absent, a new Query instance is created without the select and qQualifier
properties. This occurs when a natural language question is of Boolean type.

Regarding the illustrative example, its DRS presented in Figure 5 has a Query and a Qualifier obtained as a
result of the application of this rule.

7 Choosing the Best Question Interpretation
As mentioned, given a DRS, a semantic interpretation of the question in the domain-specific ontology, Query
Ontology, is defined as: the assigning of an ontology class to each discourse referent; the assigning of an ontology
object property to each condition; and the assigning of an ontology data property to each one argument condition,
such as “has_text,” “has_name,” “has_value,” or “qualifier.”

Some of these assignments are more adequate than others, which corresponds to a more adequate semantic
interpretation of the question. The adequacy of a question’s semantic representation can be evaluated on different
dimensions such as lexical, syntactic, or semantic. The lexical evaluation measures the adequacy of the vocabulary.
This can be done by measuring the correctness of the attribution of a class to a discourse referent.

Ontology Class Annotations enable the calculus of the lexical adequacy of the assignment of a class to a
discourse referent. Each ModelLanguage Class of the Query Ontology has the appropriate vocabulary in the class
annotations. In Table 6, a subset of the Query Ontology classes and their annotations is displayed.

The vocabulary associated with each class was done manually, but it can be imported automatically from
domain-controlled vocabularies, or lexical databases such as WordNet [5].

In each semantic representation question, the number of classes assigned to a discourse referent, that have
a lemma equal to a class annotation, are counted, NumberClassesOK. In Figure 5, the semantic representation
displayed has NumberClassesOK = 2, since the class Make of the referent X1 has the lemma of the referent X1,
create, in its annotations; and the class Artefact of the referent X3 has the lemma of X3, painting, in its
annotations.

The value of NumberClassesOk is used to choose the best interpretations of a question. Considering that higher
values of NumberClassesOk result in more adequate representations in terms of lexical interpretation, i.e., the
vocabulary is well interpreted.

The syntactic dimension of a question representation is considered in the interpretation of the DRSs conditions,
i.e., the selection of the object property to link two discourse referents. To enable the evaluation of the syntactic
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Table 7. Query Ontology Object Properties Annotations

Object Property Domain Range Annotation
who_made Make Artist subj; by:obl; obl:pass
made_art Make Artist obj; subj:pass
action_date Action Date in; obl_in
action_place Action Place obl_in; obl_at

Table 8. Query Ontology Data
Properties

Data Property Domain Range
entitesOK owl:Thing xsd:int
entitesOK owl:Thing xsd:int

adequacy of a semantic representation, the Query Ontology object properties have annotations describing the
conditions that have a better interpretation of the property.

Table 7 presents some examples of the object properties annotations. The annotations are established according
to the Stanza dependency relations with some uniformity performed by the partial DRS Builder. The annotations
on the property who_made indicate that the discourse referent of the object property range should be the subject of
an active voice sentence (subj) or the object of a passive voice sentence that Stanza annotates with the dependency
relation obl:pass or by:obl.

To evaluate the syntactic adequacy of a question interpretation, the annotations of the object property as-
signed to each DRS condition are checked for a match with the condition name. The total number of matches,
NumberPropertiesOK, is the value used to evaluate the syntactic adequacy of the question’s semantic represen-
tation.

The partial DRS, in Figure 4, with the interpretation presented in Figure 5, has NumberPropertiesOK = 2,
since the condition “subj(X1,X2)” is assigned to “who_made” that has the “subj” annotation, and the condition
“obj(X1,X3)” is assigned to “made_art,” which has “obj” in its annotations.

The value of NumberPropertiesOk is also used to choose the best interpretations of a question. Considering that
higher values of NumberPropertiesOk result in more adequate representations in terms of syntactic constraints,
which means that the syntactic structure is better interpreted.

To evaluate the semantic adequacy of a question interpretation, data properties were also created and are
presented in Table 8.

These data properties are used to evaluate each semantic interpretation. The ontology can model representation
preferences by defining semantic web rule language16 rules. The Query Ontology instances entity_ok and
entity_nok are inferred by the rules constructed to define semantic preferences on the semantic representations
of a question.

When multiple Query Ontology solutions exist for a given natural language question about the SAAM knowl-
edge base, the preference between interpretations can be determined using the entitiesOK and entitiesNOK
predicates.

Consider the following adequate question about SAAM knowledge base:

Question 3. “What artworks did John Henry Brown make with watercolours?”

In the Query Ontology interpretation of Question 3, solutions identifying “John Henry Brown” as the author
of watercolor artworks should be prioritized over those that do not.

16https://www.w3.org/Submission/SWRL/
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To state the preference of this kind of interpretation, the following two rules can be added to the Query
Ontology:

For the solution of the Question 3, the sum of the values of entity_ok is 3.
Regarding the SAAM domain knowledge base, some interpretations should be avoided, such as assigning a

place to a production of an artwork, since that information is not present in the knowledge base. The following
rule uses the data property entity_nok to penalize such interpretation.

This rule infers entity_nok(?Make,-1) and entity_nok(?Place,-1) when a solution links an action Make
to a Place.

Now, consider the question:

Question 4. “What materials are used in Morning Haze?”

The verb “to use” can have the class Make assigned, which is the intended meaning. “Morning Haze” can have
assigned either the class Place or Artefact, since both classes can be linked to Make by an object property,
action_place or made_art, given that the preposition “in” belongs to the annotations of both object properties.
The above rule enables the selection of the desired interpretation, “Morning Haze” is the name of an Artefact,
by penalizing the interpretation where it is considered as a name of a Place.

For each interpretation, the sum of the values for the data properties entity_ok and entity_nok are assigned
to the variables NumberEntitiesOK and NumberEntitiesNOk, respectively. These variables are used to choose
the best question interpretation that is semantically more adequate.

7.1 Objective Functions Calculus
The question interpretation in the domain-specific ontology can be seen as a multi-objective optimization problem,
where the weighting semantic, syntactic, and lexical rules define the set of objective functions.

The objective functions are the values of the previously introduced variables, as follows:

—Lexical—NumberClassesOK
—Syntactic—NumberPropertiesOK
—Semantic—NumberEntitiesOk and NumberEntitiesNOK

For each question’s semantic representation, a DRS solution, the calculation of the corresponding values of the
objective functions is performed, and the maximum value of each objective function value is identified.

Consider S the set of all solutions. To obtain the set of best DRS solutions, (14BC , the following steps are
performed:

1 Calculate the maximum of all 4 measures in S
2 i=4
3 Repeat

(14BC ← all B ∈ ( such that s has i measures equal to maximums
i= i-1

Until S14BC ≠ ∅
4 If # S14BC > 1 and ( ≠ S14BC

    Goto 1

If the #(14BC is greater than 1, one of the DRS in the set is chosen to be translated into SPARQL.
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Fig. 10. SPARQL query generation architecture.

This process can be improved by giving preference to some aspects of the DRS solution, such as those that are
more adequate with respect to semantic, syntactic structure and the question’s vocabulary (lexical, syntactic, or
semantic). It is also possible to analyze the results of the SPARQL query and exclude the DRS whose SPARQL
query answers are empty.

In the Section 9, the system evaluation is done by choosing one (the first one) from the set of best solutions.

8 Generating a SPARQL Query from a Query Ontology Representation
The proposed approach aims to achieve a SPARQL Query for a given natural language question, capable of
querying a target Ontology Population, specifically the SAAM knowledge base. The SPARQL Query Generation
module involves transforming the specific-domain ontology solution of the natural language question into a
SPARQL Query format within the context of the SAAM knowledge base, and follows the steps illustrated in
Figure 10.

The generic SPARQL Query17 formats are as follows.

The Query Ontology solution for a natural language question is initially converted into a SPARQL query using
a set of mapping description rules. These rules map elements of the Query Ontology solution to corresponding
SPARQL syntax and structure within the SAAM Ontology. The type of SPARQL query (SELECT or ASK) is
determined by the presence of the select property in the Query Ontology solution. If present, a SELECT query
is generated; otherwise, an ASK query is created.

For SELECT queries, the initial variable representing the range instance of the select property is augmented
with a variable for the instance’s name, if applicable (e.g., artefacts have names but artefact types do not). To
enrich the query results, additional variables are included for instances and corresponding names of all has_name
property instances within the Query Ontology solution.

As mentioned, the SAAMOntology population adheres to the CIDOC-CRM representation, an OWL2 Ontology.
In this domain, a set of specific classes, object properties, and data properties were chosen from the CIDOC-CRM
ontology to describe the attributes of the SAAM artefacts. This allows for defining an OWL2 representation of the
17https://www.w3.org/TR/rdf-sparql-query/
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Table 9. Mapping Description Rules from Query Ontology Population into SAAM CIDOC-CRM
Representation

#Rule Property Relation CIDOC-CRM Triple
1 who_made ?Make1 who_made ?Artist2 ?Make1 cidoc:P14_carried_out_by ?Artist2 .
2 made_art ?Make1 made_art ?Artefact3 ?Artefact3 cidoc:P108i_was_produced_by ?Make1 .

?Artefact3 rdfs:label ?snameArtefact3 .
3 has_text ?Artefact3a has_text ?textArtefact3b ?Artefact3 cidoc:P2_has_type ?typeArtefact3 .

?typeArtefact3 rdfs:label ?ttypeArtefact3 .
Filter(REGEX(?ttypeArtefact3, ?textArtefact3, “i”)) .

4 has_name ?Artist2 has_name ?tNameArtist2 ?Artist2 rdfs:label ?snameArtist2 .
{{?Artist2 cidoc:P131_is_identified_by ?nameArtist2 .
?nameArtist2 rdf:value ?snameArtist2 .}
UNION
{?Artist2 rdfs:label ?snameArtist2 .}}
filter(regex(?snameArtist2,?tNameArtist2, “i”)) .

a?Artefact3 ∈ Artefact.
b?textArtefact3 ∈ {“paint,” “painting,” “sculpture,” “collage,” “decorative,” “drawing,” “graphic,” “photography,” “silhouette”}.

actual existing objects in SAAM. After thoroughly understanding such representation, a set of mapping description
rules was manually defined. These rules reflect, for each individual in the Query Ontology, its representation
in the SAAM CIDOC-CRM representation or the corresponding part of the SPARQL scheme, as explained in
Section 6.

The proposed mapping description rules for the given illustrative example (Question 1) are outlined in Table 9.
In particular, given the Query Ontology property who_made, with domain Make and range Artist, two variables
are defined to handle the domain and range individuals of the Query Ontology solution, aiming to identify
artists in the SAAM population associated with certain productions. To achieve this, SAAM representation
chose the CIDOC-CRM property cidoc:P14_carried_out_by, where the domain is Production and the range
is Actor. Consequently, the CIDOC-CRM representation of? Make1 who_made? Artist2 is expressed as? Make1
cidoc:P14_carried_out_by? Artist2. This mapping facilitates the identification of artists responsible for
specific productions within the SAAM knowledge base. The mapping description rule #3 is defined when there
exists a data property has_text applied to an individual of the class Artfact, where the text value is the term
used in the natural language question that is associated with the type of the artefact, as in paint, or sculpture, and
so on.

Once the SPARQL Query is generated, it is executed using the SPARQL Query SAAM endpoint to validate
the consistency and accuracy of the SPARQL Query solution. This ensures that the generated SPARQL Query
effectively represents the initial natural language question and retrieves the desired information from the SAAM
ontology.

The Query Ontology is independent of the SAAM ontology representation, which is based on CIDOC-CRM.
However, the mapping description rules within the SPARQL Generator are dependent on the specific SAAM
ontology. Consequently, while the Query Ontology can be reused with different SAAM ontologies (such as
DBPedia instead of CIDOC-CRM), the mapping description rules must be adapted accordingly for each new
SAAM ontology representation.

9 Query-Answer System Evaluation
The NL-Questions dataset,18 consisting of a sample of 50 natural language questions, their corresponding SPARQL
queries and SAAM answers, was manually built to evaluate the proposed question-answering system.

18https://github.com/dvaragnolo/NLP-QA-BENCHMARK
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Table 10. NL-Questions Dataset

ID Question Evaluation Comment
1 Who is Darryl Abraham? Correct
2 What is Honeymoon Motel? Correct
3 Which paintings did Leonard Ochtman create? Correct
4 What was the birthdate of Leonard Ochtman? Correct
5 What was the birthplace of Leonard Ochtman? Correct
6 What was the deathdate of Leonard Ochtman? Correct
7 When did Leonard Ochtman die? Correct
8 When died Leonard Ochtman? Correct
9 Where was the deathplace of Leonard Ochtman? Correct
10 What was the nationality of Leonard Ochtman? Correct
11 Who painted the Morning Haze? Correct
12 Who donated the Morning Haze? Correct
13 Who gave the Morning Haze? Correct
14 When was the production of Morning Haze completed? Correct
15 When was the Morning Haze completed? Correct
16 When did the production of Morning Haze start? Correct
17 When did Morning Haze start? Correct
18 Who is the author of Morning Haze? Correct
19 When was the Morning Haze created? Correct
20 What was the birthplace of the creator of the Morning Haze? Correct
21 What is the size of the Morning Haze? Correct
22 Who gave the Honeymoon Motel to the museum? Correct
23 What are the sculptures that are made of lead? Correct
24 Who was born in 1854? Correct
25 Who was born in Zonnemaire? Correct
26 Who are the authors of the Morning Haze? Correct
27 Which are the authors of Morning Haze? Correct
28 What is the place where Leonard Ochtman was born? Correct
29 What sculptures are made of lead? Correct
30 What sculptures are made of lead material? Incorrect Incorrect Partial DRS
31 Who made artworks with lead and wood? Correct
32 Who made Morning Haze and Summer Morning? Incorrect Incorrect Partial DRS
33 Which painters have died in Amsterdam? Correct
34 What things are made by the guy Leonard Ochtman? Correct
35 What artefacts are made of lead? Correct
36 What artefacts are made by the artist Leonard Ochtman? Correct
37 When did the production of Morning Haze end? Incorrect Incorrect Stanza analysis
38 What authors died in Madrid in 1660? Correct
39 When did the creation of Morning Haze start? Correct
40 When was the production of Morning Haze ended? Correct
41 When did Leonard Ochtman paint Morning Haze? Correct
42 Where did the painter of Morning Haze born? Correct
43 Which painter died at the birthplace of Leonard Ochtman? Correct
44 Who gave sculptures made by Leonard Ochtman? Correct
45 What are the artefacts produced at the deathdate of Leonard Ochtman? Incorrect Fails to find the best solution
46 Who was born between 1950 and 1970? Correct
47 Who was born before 1950? Correct
48 Who was born in 1950 or in 1970? Incorrect Incorrect Partial DRS
49 What artefacts were made after 2000? Correct
50 Where did Mary go in 1900? Incorrect Fails to find the best solution

The 50 questions listed in Table 10 were manually defined by the authors to comprehensively cover the
diverse information within SAAM. These questions encompass a wide range of topics, including artist details
(e.g., birthdate, birthplace), artefact information (e.g., title, date of production, artist), and exhibit variations in
vocabulary, syntax, and length to simulate potential user queries.

During the evaluation process, a new dataset, NLQ-Results is automatically generated, containing the following
information for each question in the NL-Questions dataset: the output of the dependency parser, the partial DRS
of the best solution, the chosen best solution itself, the generated SPARQL query, the corresponding SPARQL
query answer, and a comparison result between the manually curated answer and the system’s generated answer.
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The NLQ-Results are used to analyze and evaluate the performance of the various modules across several
dimensions. These dimensions include:

—Correctness: Does the system’s answer match the manually curated answer?
—Dependency Parsing: Was the dependency parsing performed by Stanza successful and accurate?
—Partial DRS: Is the constructed partial DRS logically sound and accurate?
—DRS Best Solution: Is the chosen best solution among the DRS candidates the correct one?
—SPARQL Query: Is the generated SPARQL query syntactically and semantically correct?

This set of questions contains 44 (forty-four) questions correctly written in English, which have an adequate
interpretation and the SPARQL generated is correct, i.e., obtains the user intended answer. There are 6 (six)
questions where the system fails to obtain the correct SPARQL.

(1) “When did the production of Morning Haze end?”
This question is an example of a sentence that its dependency parser is not correct.
The token “end” is mistakenly tagged as a noun, hindering the creation of a valid DRS and potentially
impacting subsequent steps in the process.

(2) “Who made Morning Haze and Summer Morning?”
In this question the partial DRS module is unable to obtain an adequate representation.
The current partial DRS module is able to represent some questions with coordination in their syntactic
structures, but is not yet complete.
For instance, the question “Who made artworks with lead and wood?” has an adequate semantic representa-
tion since the coordination is identified on the prepositional phrase.
This example question seems similar to the above one, but to be adequately interpreted requires that the
partial DRS represents two events of the class Make, i.e., two productions of an artefact made by the same
artist or by two different artists. However, currently, the partial DRS builder is not yet complete to do it.
Further improvements are required in the partial DRS module to handle this type of questions.

(3) “What sculptures are made of lead material?”
In this question, the partial DRS module is also unable to obtain an adequate representation.
The interpretation of “lead material” is not correct since the two words are kept together, and the intended
interpretation should consider just the term “lead.”
However, the sentence “What sculptures are made of lead?”, having the same intended meaning, is well
processed. Additionally, a sentence like “What artefacts are made by the artist Leonard?” is also well
interpreted since the partial DRS module is able to interpret the expression “the artist Leonard Ochtman.”

(4) “What are the artefacts produced at the deathdate of Leonard Ochtman?”
The system is unable to choose the right solution from the set of DRS’s solutions. Defining a similar
question where “at” is replaced by “in” obtains the right interpretation. The multicriteria optimization
problem defined to obtain the best solution is sensitive to many aspects of the solution, such as the syntactic
structure of the question and the semantic evaluation of the solutions. When using the preposition “at”
to specify a date, the sentence syntactic structure is not preferred, since the annotations of the objective
property action_date does not include the proposition “at.” The question with the preposition “in” obtains
the right solution because this preposition is included in the annotations of the object property.
Consider the question “What are the artefacts produced at 1900?”, the system is capable of choosing the best
solution even with the proposition “at.” This behavior is due to the combination of the values of the other
criteria that work better with smaller sentences.
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Table 11. Evaluation Results of the NL-Questions Dataset

Dimension No. of Failed Questions Comment
Correctness 6 44 questions are correct.
Dependency Parsing 1 49 questions were parsed successfully by Stanza
Partial DRS 3 46 questions had a correct partial DRS
DRS Best Solution 2 44 questions had a correct Query Ontology Representation
SPARQL Query 0 44 questions had a correct SPARQL Query in CIDOC

Table 12. A Sample of the 5,000 Question’s Dataset

Question Set Question Example
Q1 Which is the art type of Morning Haze?
Q2 What was the material used in the Morning Haze?
Q3 Who gave the Morning Haze to the museum?
Q4 Who is the creator of Morning Haze?
Q5 Which is the birth place of Leonard Ochtman?
Q6 When the production of Morning Haze started?
Q7 When the production of Morning Haze ended?
Q8 Which is the nationality of the creator of Morning Haze?
Q9 Which is the birth place of the creator of Morning Haze?
Q10 Which year died the creator of Morning Haze?

(5) “Where did Mary go in 1900?”
The set of solutions for this question does not include the intended meaning of the sentence. The ontology
has no representation for the action “to go.” The system chooses an interpretation of the question and
generates a SPARQL query that is quite different from the sentence’s meaning.

(6) “Who was born in 1950 or in 1970?”
This question has an or coordination similar to the and coordination of the previous question “Who made
Morning Haze and Summer Morning?,” for which the question the partial DRS module fails to produce an
adequate representation.

A question is correctly analyzed by the system when the generated SPARQL results match the corresponding
answer in the manual dataset.

The evaluation results in the NL-Questions dataset are summarized in Table 11.
The query-answer system was also evaluated using 5,000 questions (single-entity factoid questions), from the

dataset proposed in [10].19 The 5,000 question’s dataset contains 10 different types of questions, each type has 500
variations defined by changing the names of the Artists (Q5) or the names of the Artefacts (Q1, Q2, Q3, Q4, Q6,
Q7, Q8, Q9, Q10).

Table 12 presents an example of the 10 different types of questions.
For the above 10 questions, the proposed question-answer system is able to obtain the correct SPARQL question

in SAAM CIDOC-CRM representation.
The evaluation of the 5,000 questions is done to assess the performance of the NER system, implemented using

a gazetteer composed of all the names of SAAM artworks and artists. Table 13 presents the evaluation obtained in
each question of the 500 questions. The system achieved its best performance without using NER on the question
set Q5. This set comprised artist names, for which Stanza’s dependency parser achieved successful results in most
cases. When the NER is used, all the questions are associated with a correct SPARQL query.

19https://github.com/NicolaiGoon/CIDOC-QA-BENCHMARK/
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Table 13. Evaluation Results of the 5,000 Question’s Dataset

Question Type % Correct Answers with NER % Correct Answers without NER
Q1 (500 examples) 100% 44.0%
Q2 (500 examples) 100% 44.8%
Q3 (500 examples) 100% 54.4%
Q4 (500 examples) 100% 55.6%
Q5 (500 examples) 100% 98.0%
Q6 (500 examples) 100% 49.4%
Q7 (500 examples) 100% 53.8%
Q8 (500 examples) 100% 46.4%
Q9 (500 examples) 100% 44.8%
Q10 (500 examples) 100% 56%

Regarding system efficiency, the Pragmatic Interpretation module has a time complexity of O(#� )), where N
is the number of Query Ontology classes and D is the number of discourse referents in a question’s partial DRS,
determined by the CSP solver.

Ontology Content-Matching time complexity is proportional to the number of CSP solutions (M ), representing
possible class assignments to discourse referents. Objective function calculus time complexity is proportional to
the number of Ontology Content-Matching solutions ( ×"), where K is the count of Query Ontology properties
for each partial DRS condition solution.

Multi-objective problem solving time complexity is proportional to KM, the number of potential semantic
representations of the natural language question.

The Partial Semantic Representation and SPARQL Generator modules rely on external services, which affects
the execution time of the entire process from the natural language question to the SPARQL query answer. The
execution time of the external services, Stanza and the SPARQL endpoint, depends not only on the time complexity
of their specific processes but also on the network connection. In Partial Semantic Representation, the NER step
has a time complexity proportional to the product of the number of tokens in the natural language question and
the number of Gazetteer entries. Stanza parsing is an external service. DRS Builder time complexity is proportional
to the number of tokens in the question’s Stanza parse. The time complexity of the SPARQL query builder step is
proportional to the number of ontology property instances in the solution. The SPARQL Query SAAM endpoint
step relies on an external service.

Considering the illustrative example Question 1, the number of question tokens is 7, the number of Stanza
tokens is 6, the number of referents is � = 3, the number of Query Ontology solutions is 559 (" = 321 = 9, 261),
and the number of Query Ontology properties for each partial DRS condition solution is  = 559. The average
execution time for this question on a standard personal computer is 3 seconds. In both datasets, the maximum
number of discourse referents in a question is 5. For these questions, the average execution time is 22 seconds, as
the maximum number of solutions (13,430) is below the potential" = 521. Across the 50 questions, the system
takes an average of 339 seconds to process all of them. The shortest execution time for a single question is 1.3
seconds, while the longest is 31.7 seconds. These execution times could be significantly improved by using a
higher-performance computer.

The evaluation results of the 5,000 questions conducted by the authors of [10] define, for each question, a set
of tokens for the golden answer and a set of tokens for the predicted answer. Precision and recall metrics are
calculated based on these token sets. The authors report an F1-score of 64.5% when a perfect entity is detected
(correctly recognized and linked to its URI) in 78.4% (3,920) of the total questions. When applying NER, these
results are significantly lower than those obtained by the proposed strategy in the current paper, which achieves
100% of correct answers that correspond to an F1-score of 100%. The proposed system’s NER achieves 100%
precision in recognizing named entities across 5,000 questions. These 5,000 questions are divided into 10 groups,

ACM Journal on Computing and Cultural Heritage, Vol. 18, No. 2, Article 21. Publication date: April 2025.



Translating Natural Language Questions into CIDOC-CRM SPARQL Queries • 21:25

where each group follows the same question pattern. Within each group, the 500 questions differ only in the named
entities. As a result, the 10 groups of questions are well represented in the Query Ontology whenever Stanza
successfully recognizes the named entities. Since the NER accurately identifies the named entities, the system
achieves correct syntactic parsing, partial DRS, Query Ontology representations, SPARQL query generation, and
the final answer. In contrast, the compared system employs different strategies (e.g., Large Language Models) to
recognize named entities and to obtain the answer. However, even when named entities are correctly recognized
in 78.4% of the questions, it may still fail to provide the correct answer.

In the 5,000 questions analyzed, the authors of [10] report an F1-score of 51.4%. As this metric is calculated
based on the number of tokens in the gold standard and predicted answers, it is not directly comparable to the
54.6% of correct answers achieved by the proposed system in this article when NER is not applied.

Regarding state-of-the-art systems employing Large Language Models to convert natural language questions
into SPARQL queries, the best performers report F1-scores of 85% [38] and 54.79% [23] within the DBLP domain.
These systems necessitate extensive datasets for task-specific fine-tuning. While such datasets exist for domains
like DBLP, DBPedia, and Yago, provided by competitions such as the QALD Challenges, no comparable datasets
are currently available for the CIDOC-CRM representation.

This study of the system behavior shows that the strategy proposed is adequate to obtain a tool, to help users
consulting a knowledge base represented in CIDOC-CRM, such as SAAM’s. The users can pose a natural language
question and obtain the SPARQL query in the SAAM CIDOC-CRM representation.

Further improvements can be made on the system’s partial DRS builder to accept questions with other discourse
phenomena, such as coordination. But at this point, the proposed tool besides helping users, also provides an
explanation for the final SPARQL Query, the question Query Ontology representation.

10 Conclusions and Future Work
A question-answering system was proposed to translate natural language questions into SPARQL queries for
the CIDOC-CRM representation of SAAM’s, to facilitate the search by users, even for those without SPARQL
technical knowledge. The proposed question-answering system can be integrated into a user interface for the
SAAM knowledge base, enabling users to pose natural language questions (spoken or written). The interface
can display answers in a table format or a natural language text generated from the table content. Additionally,
intermediate processing steps, such as syntactic parsing, Query Ontology representation, and the generated
SPARQL query, can be exhibited to help the user understand the question processing steps. A dialogue system
could also be incorporated into the interface to address ambiguities or information gaps in user queries.

The proposed approach is a novel one since a Concept-Context Ontology domain, the Query Ontology, is used
to represent the user question’s concepts. The proposed ontology is then mapped to the SAAM CIDOC-CRM
representation. This system uses a traditional natural language processing symbolic approach, i.e., a dependency
parser to analyze the natural language question, Stanza, and a simplified DRS to be interpreted in the proposed
Query Ontology.

The Query Ontology is enriched with classes and properties annotations to add specific vocabulary information
and syntactic role preferences, andwith semantic web rules to evaluate the adequacy of the question representation.

The question’s interpretation is obtained by matching the DRS initial representation on the Query Ontology.
With this strategy, each question can have many interpretations, and choosing the best solution is resolved as a
multi-objective problem, where the objective values are obtained for each solution using lexical, syntactic, and
semantic information.

An evaluation of the various modules of the proposed system was presented and showed very promising
results. The use of a NER, with the support of SAAM’s artist and artefact name’s gazetteer, allowed to improve
the results and obtain 100% precision in an independent dataset.
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The proposed question-answering system is language-independent, except for the annotations on the query
Ontology that are language dependent. To adapt this system to a new domain, the Query Ontology must be
designed to represent the new domain questions concepts. A new set of migration rules must be written to
transform the classes and properties of the solution into the classes and properties of the target ontology of the
new domain.

In future work, to overcome the time-consuming in obtaining an answer, a dataset with the questions and
SPARQL queries obtained with the proposed system will be built, in order to be used in the development of a
SPARQL Query Representation Generation using a language model such as BERT fine-tuned in this task.
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