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Abstract: Road traffic accidents (RTAs) are a problem with repercussions in several dimensions:
social, economic, health, justice, and security. Data science plays an important role in its explanation
and prediction. One of the main objectives of RTA data analysis is to identify the main factors
associated with a RTA. The present study aims to contribute to the identification of the determinants
for the type of RTA: collision, crash, or pedestrian running-over. These factors are essential for
identifying specific countermeasures because there is a relevant relationship between the type of
RTA and its severity. Daily RTA data from 2016 to 2019 in a district of Portugal were analyzed.
A statistical multinomial logit model was fitted. The identified determinants for the type of RTA
were geographical (municipality, location, and parking areas), meteorological (air temperature and
weather), time of the day (hour, day of the week, and month), driver’s characteristics (gender and age),
vehicle’s features (type and age) and road characteristics (road layout and type). The multinomial
model results were compared with several machine learning algorithms, since the original data of
the type of RTA are severely imbalanced. All models showed poor performance. However, when
combining these models with ROSE for class balancing, their performance improved considerably,
with the random forest algorithm showing the best performance.

Keywords: imbalance data; machine learning algorithms; multinomial logit model; ROSE technique;
type of road traffic accident

1. Introduction

Road traffic accidents (RTA) are a reality with great expression and relevant social
consequences, and can include at least three types of simultaneous problems: public secu-
rity—for the social, economic, and political consequences; justice—due to the high number
of crimes of homicide and potential offenses to physical integrity; health—due to the impact
it can have on the lives and health of those involved and their families.

In 2016, RTA injuries were the eighth world-leading cause of death and are predicted
to become the seventh leading cause of death by 2030, with the RTA cost being 1–3% of the
gross domestic product (GDP) worldwide [1]. In 2019, Portugal recorded the sixth-highest
rate of road fatalities among the 27 members of the European Union (EU), with more than 16
fatalities per million inhabitants than the EU as a whole [2]. In Portugal, the impact caused
by RTAs has an economic and social impact equivalent to 1.2% of GDP [3], in addition to
the social impact caused by the fatalities and severe injuries from RTAs.
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The district of Setúbal, with a special focus on the roads under operation area of the
Territorial Command of Setúbal of the National Republican Guard (Comando Territorial de
Setúbal da Guarda Nacional Republicana—TC-GNR), in 2018 recorded the highest number
of fatalities due to RTAs among all districts in the country. However, the district is not with
the highest number of RTAs.

Different types of RTAs may occur under substantially different circumstances and
may be associated with predictor variables in different ways. However, crash prediction
models that look into the type of RTA have not been developed, possibly due to the difficulty
in collecting the necessary data. Kim et al. [4] argued that crash type models are useful for
at least three reasons: (a) need to identify locations that are high risk for specific crash types,
but that may not be revealed through total crash modeling; (b) countermeasures are likely
to affect only a subset of all crashes; and (c) different crash types are usually associated with
road geometry and geography, the environment, and traffic variables in different ways.

A better understanding of factors that influence the type of RTA, which have a close
relation to their severity, is fundamental to implementing appropriate strategies to improve
road safety. The objective of this paper is to identify those factors when the type of RTA is
classified as a collision, a crash, or a pedestrian being run over. There is a lack of studies
about these types of RTA.

In recent years, several methodological approaches (both statistical approaches and
machine learning (ML) algorithms) have been used to analyze RTA data, but in the majority
of them, the RTA is seen as a binary variable (see, for example, [5–8], and a systematic
literature review can be found in [9]).

Despite the existence of many studies about RTA severity, there is a lack of studies
about the types of those accidents, which are closely related to their severity. Knowledge of
factors that enhance the existence of pedestrians being run over, a collision or a crash, can
be very useful in preventing road accidents.

The logistic regression model was used to determine the possible factors contributing
to pedestrian hit-and-run accidents [10]. Road and environmental factors that were found
to contribute to the number of pedestrian hit-and-run accidents incidents included lighting
and weather condition, road description, median separation, road surface condition and
repair, location type of the accident and traffic conditions.

Multinomial logit models were used to predict different types of RTA outcomes [11–13].
These studies focused on different categories of collisions, and did not consider pedestrian
running over. Intini et al. [14] used grouped random parameter multinomial logit structure
for predicting crash types, at segments and intersections, which allowed the capturing
of some specific unobserved characteristics of segments and intersections. Iranitalab and
Khattak [15] compared the performance of four statistical and ML methods, including
multinomial logit, nearest neighbour classification, support vector machines and random
forests, in predicting traffic crash severity classified in four levels, based on the most serious
injury outcome in each crash. Christoforou et al. [16] used multivariate probit models
to find the effects of various traffic parameters on the type of RTA, classified as a single-
vehicle crash, multiple collisions, a rear-end crash with two vehicles and with more than
two vehicles and a sideswipe crash.

In Boo and Choi [17], a prediction of the RTA severity was studied using different ML
models combined with different over and under-sampling techniques. In Guo et al. [18],
a traffic crash risk prediction model was established using logistic regression with the
synthetic minority oversampling technique (SMOTE). In Ding et al. [19], a different method
to generate synthetic crash data, a deep generative approach, was used for a crash frequency
model with heterogeneous imbalanced data. Yu et al. [20] studied the RTA occurrence using
a convolutional neural network modeling approach with refined loss functions, to explore
the multidimensional, temporal–spatial, correlated crash data and to overcome the low
classification accuracy issue brought by the imbalanced data. Rella Riccardi at al. [21]
modeled the unmeasured heterogeneity considering a random parameter multinomial
logit, and the imbalance was treated by introducing weights, which forced the estimator
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to learn on the basis of the importance that was given to a particular severity level. In
Vilaça et al. [22] to identify the risk factors that affect the severity of a vulnerable road
users injured when involved in a motor vehicle crash, different resampling techniques were
used, in particular the random over-sampling examples (ROSE) approach, to deal with the
imbalance data problem. Rella Riccardi at al. [23] used a mixed logit model to identify each
pattern on the pedestrian crash occurrence. Their results show that driver behavior and
psychophysical status are highly related to an overrepresentation of pedestrian collisions.

The main purpose of this paper is to identify some determinants for the types of
RTA: collision, crash, or pedestrian running-over. We analyze the daily data about RTAs
that occurred between 2016 and 2019, in the district of Setúbal (Portugal). A statistical
multinomial logit model and several ML algorithms are used. However, the imbalanced
nature of the data can compromise the performance of these methods. Therefore, another
aim of this study was to combine the previous models with methods for data balancing
and compare the results. To deal with imbalanced data, we use an adaptation of ROSE,
a bootstrap-based technique that aids the task of binary classification in the presence of
rare classes.

This paper is organized as follows. Section 2 presents the study area, data description
and the methodology used in the paper. Section 3 presents the results of the statistical
multinomial logistic regression and ML methods for the type of RTA with and without
imbalanced data. Section 4 presents the final remarks.

2. Materials and Methods
2.1. Study Area

Setúbal is the eighth-largest district in Portugal with a land area of 5064 km2 divided
into 13 municipalities and six protected natural areas. The northern part of this district is
characterized by high population density and high traffic flow during the week, mainly
toward Lisbon, the capital of Portugal. The remaining areas are sparsely populated and
have little traffic during the week. The district is crossed by important access roads to
Lisbon and to important tourist spots, which increase the traffic flow during the summer
holidays and weekends.

This district contains approximately 293 km of National Road (EN—Estrada Nacional),
219 km of Highway (AE—Autoestrada), 19 km of Principal Itinerary (IP—Itinerário Princi-
pal), 90 km of Complementary Itinerary (IC—Itinerário Complementar) and the bridges
Vasco da Gama and 25 de Abril that cross the Tagus River in Lisbon. The TC-GNR of Setúbal
has a jurisdiction area of approximately 96% of this territory, including responsibility for
the Vasco da Gama Bridge. A map of the geographical setting of the study area and its
municipalities is presented in Figure 1.

Between 2016 and 2019, the district of Setúbal was fifth out of 18 with the highest
number of RTA in Portugal, and fifth in the number of serious injuries and deaths as a
result of the RTA. There were reported 50,726 vehicles involved in a total of 28,103 RTA,
of which 407 were RTAs resulting in serious injury or death (183 casualties died) and 5436
RTAs were with minor injuries.

2.2. Data

This work analyzes historical RTAs that occurred in the district of Setúbal, between 1
January 2016 and 31 December 2019, and were reported in the Statistical Bulletin of Road
Accidents (BEAV [24]). The pandemic due to COVID-19 dramatically changed the num-
ber of accidents, and therefore we chose to exclude data already available for the year
2020. This bulletin has information to characterize the circumstances in which the RTA
occurred, as well as the people and vehicles involved in the accident [24]. The data were
collected and validated by the TC-GNR of Setúbal. Information about 30-day victims was
given by National Road Safety Authority (Autoridade Nacional de Segurança Rodoviária—
ANSR). Meteorological information at the time and place of the accident was provided by
Portuguese Institute for Sea and Atmosphere (Instituto Português do Mar e da Atmosfera—
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IPMA) at the meteorological station closest to the accident. Some information about the
road characteristics was provided by Portugal Infrastructures (Infraestruturas de Portugal).

Due to some missing observations and incorrect registration of some data, only
28,002 RTA were considered. The accidents were classified by their type, that is, the situa-
tion that led to the occurrence of the accident [24]:

• Crash (n = 5226)—an RTA in which the driver loses control of the vehicle, being able
to deviate or leave the traffic lane or carriageway in which it circulates and/or collide
with other users of the public road or obstacles outside the carriageway (includes
pavement, vehicle stops, poles, vertical and light signs and other road equipment or
trees, rocks, etc.).

• Collision (n = 21, 800)—crash resulting from a conflict situation between a moving
vehicle and other vehicle(s) (moving, stopped or parked) or obstacles in the carriage-
way (includes eyelets, dividers, fences, safety guards, center plates and other road
equipment or potholes, rocks, etc.).

• Pedestrian running over (n = 976)—accident resulting from a conflict situation
between a moving vehicle and a pedestrian or animal. It does not include situations in
which the pedestrian or animal contributed to the occurrence of the accident, but was
not hit by the vehicle (there was no collision).

Figure 1. Geographical setting of the study area, the district of Setúbal, its municipalities, and relevant
areas. The grey area is referred to as the northwestern region, whereas the green area is referred
to as the eastern region. Major roads are the grey lines, with their relative importance displayed in
different thicknesses.

The several databases with different structures were merged into a single dataset.
In this analysis, the following variables were used:

• Accidents and geographical variables: municipality, location, type, causes, occurring
in parking.
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• Road variables: type of road, type of roadside, road layout, type of lane, road conser-
vation state, the existence of works on the road, the existence of light signals and the
existence of pavement marks.

• Vehicles variables: age and type of the vehicle(s) involved in the RTA.
• Drivers variables: gender, age, the driver ran away from the RTA scene.
• Victims variables: types of victims and injury severity of the victim within 30 days.
• Meteorological variables: precipitation, temperature, wind speed, and if the weather

is considered good, that is, there was no fog, no rain, no strong wind, no snow, no
smoke cloud, no hail.

• Time variables: date and hour.

The categories and the number of observations of each variable used to describe the
RTAs are presented in Table 1.

In the data processing stage, the data were checked for incorrect registration, cleaned
and prepared so that they could be properly used. Such a stage also involved handling miss-
ing data, encoding values and assigning types to variables among other standard techniques.

Table 1. Categories (or mean ± standard deviation (SD) for continuous variables) and frequency (n)
of each variable used to describe the RTA (categorized as they were considered in the models).

Variable Categories (or Mean ± SD) n

Accident and geographical variables
Municipality Setúbal/Alcochete/Seixal/Montijo 7865

Alcácer do Sal 1184
Sesimbra/Almada 7760
Moita/sines 2876
Palmela/Barreiro 5565
Grândola 1195
Santiago do Cacém 1557

Accident location Inside urban area 19,321
Outside urban area 8681

Causes Distraction 3452
Irregular manoeuvre 868
Lack of dexterity 807
Disregard of vertical signs 803
Disregard of safety distances 588
Excessive speed 555
Alcohol influence 343
Other reasons 882

Occurring in a parking Yes 846
No 27156

Road variables
Type of road Highway/Bridge 2411

EN 5308
IC/IP 1776
Other type 18,507

Type of roadside Paved 3833
Unpaved or non-existent 4289

Road layout Curve 4302
Straight 23,650

Type of lane With central separation 4400
Without central separation 23,601

Road conservation state Good 4613
Regular/bad 3562

Existence of works on the road Yes 190
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Table 1. Cont.

Variable Categories (or Mean±SD) n

No 7389
Existence of light signals Yes 456

No 7070
Existence of pavement marks Yes 4854

No 2912
Vehicle variables
Median vehicle age 11.72 ± 6.04 27,624
Type of the vehicle(s) involved Light passenger 23,272

Motorcycles but not heavy vehicles 2655
Heavy 1964

Driver variables
Age of the oldest driver (years) ≤20 616

(20, 25] 1311
(25, 30] 1501
(30, 40] 4415
(40, 55] 8854
(55, 82] 9465
>82 126

≥50% male drivers Yes 21,753
No 4867

Driver ran away from the RTA
scene

Yes 3987

No 24,015
Victims variables
Severity Fatal 163

Serious injuries 404
Minor injuries 5404
Property damages 22,033

Drivers injured or dead No 1291
Yes 4678

Number of passengers 0 4288
≥1 1651

Number of pedestrian 0 5345
≥1 624

Meteorological variables
Temperature (◦C) <17 or [20, 28) 21,403

[17, 20) 4965
[28, 50) 1634

Precipitation (mm/min) 0.06 ± 0.73 28,002
Wind velocity (m/s) 1.16 ± 0.98 28,002
Good weather Yes 24,327

No 3627
Time variables
Month Feb./Mar./May/Jul./Sep. 11,546

Oct. to Jan. 9264
Apr./Jun./Aug. 7192

Day of the week Thursday/Friday 8454
Weekend 7446
Monday to Wednesday 12,102

Hour of the day 6–10 p.m. 6961
0–1 a.m./ 2 a.m. 12,436
2 a.m. 3395
4 a.m./ 5–7 a.m./ 11 a.m.–1 p.m./ 4–5
p.m./ 11 p.m.

4781

2–3 p.m. 254
8–10 a.m. 175
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2.3. Methodology
2.3.1. Multinomial Logistic Model

To identify the influential factors, such as road environments, vehicles, and atmo-
spheric conditions, that influence the type of RTA (pedestrian running over, collision,
and crashes), a statistical multinomial logit model was used.

To obtain a parsimonious multivariable model, we followed the Hosmer–Lemeshow
methodology [25]. The level of significance used in the univariable analysis was 0.05. In
this phase, the time factors month, day of the week and hour were categorized by their
coefficients and using a likelihood ratio test. To select the interactions, alpha = 0.001 was
considered to obtain a simpler model, easier to understand and interpret. The analysis
of the coefficients of the multivariable model and the likelihood ratio test were used to
collapse categories of a variable. In the final model, the assumption of the linearity with the
logit was tested for the continuous variables, and the ones where this assumption fails were
categorized since an intuitive transformation of such variables was not possible, despite
some discriminative ability being lost. To evaluate the goodness of fit of the multivariable
model, three logit models were fitted with the same variables selected in the multivariable
model. For each logit model, the functional form of continuous variables was checked
using the Lowess method, the GAM method and fractional polynomials. Multicollinearity
was checked using the VIF values, and residual analysis was performed to check the
existence of influential observations and outliers. Model validation was performed using
a bootstrap technique. The goodness of fit was assessed using the Hosmer–Lemeshow
and the Cessie–van Houwenlingen tests. The discrimination ability was obtained using
sensitivity, sensibility, and the ROC curve.

2.3.2. Machine Learning

ML techniques were used to compare their classification performance with that ob-
tained with the statistical multinomial logit model. The following supervised ML al-
gorithms were used: random forest (RF), naive Bayes, support vector machine (SVM),
K-nearest neighbors (KNNs) and decision trees with the C5.0 algorithm. RF is one of
the most-used classification methods, building decision trees on different samples and
providing the final prediction by the majority voting. Naive Bayes is a simple classification
algorithm based on Bayes’ theorem and assumes that the predictors are independent. SVM
finds a hyperplane with dimensions equal to the number of features that separate the
classes of data points with the maximum distance between points. KNN classifies a new
case based on the similarity between it and the available categories. C5.0 is a decision tree
algorithm that uses information entropy to determine the best rule to split the data. A
detailed description of the ML algorithms can be found in [9].

For the ML methods, data were pre-processed to be used in the ML algorithms being
deleted some observations due to missing values and no missing values’ imputation was
made. The dataset was also transformed using a design matrix, by expanding factors to a
set of dummy variables.

2.3.3. Oversampling Approach

Since the type of RTA has strongly imbalanced categories, with a much lower number
of cases of pedestrian running over, we compared the performance of both statistical
and ML methods when the classes are heavily imbalanced and when an approach used
to balance classes is used: the random over-sampling examples approach [26]. ROSE
is based on a smoothed bootstrap form of re-sampling from data to deal with binary
classification problems in the presence of imbalanced classes. It handles both continuous
and categorical data by generating synthetic examples from a conditional density estimate
of the two classes.

As the minority class (pedestrian running over) had 21 times fewer observations than
the majority class (collisions) and since ROSE only allows generating synthetic data for
dichotomous variables, the following approach was taken: (1) Random sampling of half of
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the collision accidents (the majority class). (2) The creation of a dichotomous variable joining
the classes collision and pedestrian running over. The crash RTAs are now oversampled
using the ROSE technique, leaving this category with twice the number of its initial cases.
(3) Create another dichotomous variable joining the classes collisions and crashes and, using
ROSE technique, the number of pedestrians being run over is oversampled, leaving this
category with 5 times more cases. We chose to use this adaptation for a multiclass variable
of the ROSE technique since we do not intend to create too many synthetic observations for
the minority class, nor sample too many observations of the majority class.

With this approach, we balanced the number of cases in each category, without an
extreme over or under-sampling of the classes. When no correction was made to the
imbalanced data, we had the following distribution for the type of RTA: pedestrian running
over (976 cases, 3.49%), collisions (21,800 cases, 77.85%) and crashes (5226 cases, 18.66%).
After applying the ROSE approach, the distribution of RTA by type is pedestrian running
over (4874 cases, 18.53%), collisions (10,933 cases, 41.57%) and crashes (10,493 cases, 39.90%).
Therefore, we obtained a similar number of cases of collisions and crashes, and the number
of accidents by pedestrians running over with around half of the frequency of the collisions
and crashes.

2.3.4. Performance Metrics

The performance of each model was evaluated by its discrimination ability: accuracy,
sensitivity, and specificity for each RTA type outcome. For the multinomial classification,
an RTA is considered as a true positive for a given type of RTA if the model predicts
correctly that RTA type. It is considered a true negative case for a given RTA type if a given
accident is not of that type and the model correctly predicts that the accident is not of that
type. Using this terminology, sensitivity (also called recall) is the ability of the model to
detect a true positive case, and specificity is the ability of the model to detect a true negative
case. The accuracy is then the proportion of model correct predictions. The balanced
accuracy is obtained by averaging the sensitivity values of each class. We also obtain the
balanced accuracy weighted, making use of the balanced accuracy by multiplying each
sensitivity by the weight of each class.

According to He and Garcia [27], for imbalanced data, the sensitivity is more in-
teresting than the specificity. Another popular classification metric for imbalanced data
is the F-score or the F-measure, which combines, into a single measure, the balance be-
tween positive predictive values and sensitivity. For a multicategory classification problem,
the calculation of the F-score, usually, is done by averaging methods. We consider the
Macro F-score, which is the arithmetic mean of the F-score per class. Matthew’s correlation
coefficient (MCC) measures the correlation between the true class and the predicted class
and is one of the best measures to use when the data is imbalanced. An extension for
multicategory classification issues has been proposed in Gorodkin [28]. Cohen’s Kappa
measures the concordance between the true class and the predicted class and, similarly to
the MCC, can be extended to multicategory classification issues.

To correctly compare both statistical and ML methods, we obtained the performance
measures for the same testing data. For the statistical multinomial logit model, it is also
possible to obtain the significant variables and measure their effect on the response variable
using the odds ratio.

All statistical analyses were conducted using R version 4.0.4 [29]. The main packages
used for both the statistical and ML models were the mlogit package for the statistical
multinomial logistic model [30], the caret package for the ML models [31], the MLmetrics
package for the performance evaluation metrics [32] and the ROSE package for the ROSE
approach [33].

3. Results

With the univariable statistical multinomial logistic models, the following variables
were selected to be considered in the multivariable models:
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• Geographic factors: municipality, RTA in a parking area, and RTA located inside/outside
an urban area;

• Time factors: month, day of the week and hour of the RTA;
• Weather factors: temperature, and weather conditions (good or rain/other conditions);
• Road characteristics factors: road layout, and type of road;
• Driver’s characteristics factors: % of male drivers, and age of the oldest driver;
• Vehicle’s characteristics factors: type of vehicle, and median vehicle’s age.

In the following sections, we present each of the methods and their performance
metrics and, at the end of the section, we perform a comparison between methods.

3.1. Statistical Multinomial Logit Model

Using the methodology described in Section 2.3, the statistical multinomial logit model
was fitted using the pedestrian running over as the reference class. The adjusted model is
presented in Table 2. This model adequately describes the data and presents a good discrim-
inative ability: Hosmer–Lemeshow test p-value = 0.22, Nagelkerke R2 = 0.33, AUC = 0.811
(OR95% = (0.805; 0.818). Positive coefficients are associated with variables/categories with
higher odds of a collision/crash RTA occurring, while negative coefficients are associated
with higher odds of a pedestrian running over.

The model coefficients were obtained using all 28,002 RTA. We compared the coeffi-
cients of the adjusted model with the ones obtained when using only the 80% of training
observations used for the ML models, with and without the ROSE approach. We verified
that the coefficients are very close to each other, asserting the robustness of the model.

In general, we can conclude that the probability of an RTA being a crash (relative to a
pedestrian running over) increases when the RTA occurs in the following circumstances:
(1) in the municipalities of Alcochete, Montijo, Setúbal and Seixal; (2) outside localities;
(3) with higher temperature; (4) not good weather, i.e., the occurrence of atmospheric factors
that could cause a reduction in visibility and loss of vehicle adherence to the road (5) on the
weekend; (6) in April, June, or August; (7) outside the period from 6 pm to 11 pm; (8) in a
road with curves; (9) with the oldest driver younger than 20 years old (when compared
with older drivers); (10) involving motorcycles; and (11) involving older vehicles (RTAs
increase with the age of the vehicles involved, Figure 2).

We can also conclude, in general, that the probability of a RTA being a collision
(relative to a pedestrian running over) increases when the RTA occurs in the following
circumstances: (1) in the municipalities of Alcochete, Montijo, Setúbal and Seixal; (2) in a
parking area; (3) with higher temperature; (4) on the weekend; (5) in April, June, or August;
(6) outside the period from 6 p.m. to 11 p.m., in particular between 2 p.m. and 4 p.m.;
(7) on a curve; (8) on a national road, IP/IC or other roads; (10) with the oldest driver up to
20 years old and not greater than 82 years old (when compared with younger drivers); and
(11) not involving light vehicles.

Figure 2. Evolution of the odds of a crash RTA occurring compared to a pedestrian running over as a
function of the difference between the median age of the vehicles involved in the accidents.
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Table 2. Statistical multinomial logistic fitted model for the type of RTA. In the table, we present the
significant variables of the final multivariable regression model, with a complete description of their
categories. The coefficients of the model, the standard errors and the p-values obtained from Wald
statistic are presented. Reference category: pedestrian running over.

Collision Crash

Variable Coef. St. Err. OR Coef. St. Err. OR

Intercept 1.28 *** 0.33 3.36 2.22 *** 0.34 8.13
Municipality: ref. Setúbal/Alcohete/Seixal/Montijo

Alcácer do Sal −0.68 *** 0.21 0.50 0.80 *** 0.21 2.19
Sesimbra/Almada −0.25 * 0.11 0.78 −0.51 *** 0.12 0.60
Palmela/Barreiro −0.39 *** 0.11 0.62 −0.10 0.12 0.84
Grândola −0.93 *** 0.18 0.36 −0.03 0.19 0.94
Santiago do Cacém −1.39 *** 0.13 0.25 −0.89 *** 0.14 0.42

Accident location: ref. Inside urban area
Outside urban area 0.10 0.12 1.18 0.98 *** 0.12 2.80

Occurred in a parking: ref. No
Yes 0.89 ** 0.30 2.51 −0.35 0.34 0.69

Temperature ◦C: ref. < 17 or [20, 28)
[17, 20) −0.28 *** 0.09 0.70 −0.23∗ 0.09 0.73
[28, 50) 1.00 *** 0.27 2.81 0.88∗∗ 0.28 2.34

Good wheather: ref. Yes
No −0.01 0.11 0.93 0.92 *** 0.11 2.32

Day of the week: ref. Thursday/Friday
Weekend 0.31 ** 0.10 1.40 0.62 *** 0.10 1.97
Monday to Wednesday 0.19 * 0.08 1.20 0.23 ** 0.09 1.29

Month: ref. Feb./Mar./May/Jul./Sep.
Oct. to Jan. −0.30 *** 0.08 0.76 −0.36 *** 0.09 0.72
Apr./Jun./Aug. 0.23 * 0.10 1.26 0.28 ** 0.10 1.34

Hour of the day: ref. 6–10 p.m.
0–1 a.m./ 2 a.m. 0.21 * 0.08 1.14 0.58 *** 0.09 1.81
2 a.m. −1.09 *** 0.26 0.33 0.22 0.27 0.99
4 a.m./ 5–7 a.m./ 11 a.m.–1 p.m./ 4–5 p.m./ 11 p.m. −0.77 0.41 0.83 1.08 ** 0.41 5.50
2–3 p.m. 0.82 *** 0.15 2.53 1.04 *** 0.16 3.42
8–10 a.m. 0.22 * 0.10 1.17 0.24 * 0.12 1.29

Road layout: ref. Curve
Straight −0.37 ** 0.13 0.75 −1.46 *** 0.13 0.25

Type of road: ref. Highway/bridge
EN 0.57 *** 0.15 1.75 0.003 0.15 0.98
IC/IP 0.57 ** 0.18 1.82 −0.12 0.19 0.92
Other type 0.71 *** 0.16 2.14 0.17 0.16 1.24

≥ 50% male drivers: ref. No
Yes 0.61 *** 0.08 1.89 −0.07 0.09 0.97

Oldest driver: ref. < 20 years old
(20, 25] 0.19 0.26 1.28 −0.46 0.26 0.64
(25, 30] 0.57 * 0.26 1.96 −0.73 ** 0.26 0.5
(30, 40] 0.69 ** 0.24 2.11 −1.25 *** 0.24 0.30
(40, 55] 1.08 *** 0.23 3.01 −1.37 *** 0.23 0.24
(55, 82] 1.49 *** 0.23 4.91 −1.34 *** 0.23 0.27
> 82 0.58 0.48 1.82 −1.30 * 0.51 0.26

Type of vehicle: ref. Light passenger vehicle
Motorcycles but not heavy vehicles 0.64 *** 0.17 1.78 1.53 *** 0.18 4.49
Heavy vehicles 1.02 *** 0.21 2.73 0.52 * 0.22 1.87

Median vehicle’s age 0.01 0.01 1.00 0.06 *** 0.01 1.06

p-value: * < 0.05, ** < 0.01, *** < 0.001.
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3.2. Machine Learning Algorithms

The variables used in the ML models were precisely the ones used in the statistical
multinomial logistic final model. To train the ML models, a random sample of 80% of
observations was selected, and 20% of the remaining data was used for validation. As
explained, the ML models were fitted first without any correction for the imbalanced data
and then refitted after the implementation of the ROSE approach to balance the classes of
the type of RTA.

For the model with imbalance data, the following distribution of the training data
of the RTA by their type was pedestrian running over (696 cases), collision (16,288 cases)
and crashes (3799 cases). The remaining 20% of cases used for model validation have
the following distribution: pedestrian running over (179 cases), collision (4031 cases) and
crashes (959 cases). After proceeding for a correction on the data imbalance using the
ROSE approach, we obtained the following distribution of the training data by type of
the accident: pedestrian being run over (3849 cases), collision (8807 cases) and crashes
(8395 cases). Additionally, 20% of cases used for validation have the following distribution:
pedestrian running over (1025 cases), collision (2126 cases) and crashes (2098 cases).

Since the ML models assume that all the data are numeric, factors need to be con-
verted into dummy variables, resulting in a total of 34 predictors. The fitted statistical
multinomial logit model uses the same validation data as the ML models to evaluate the
models’ performance.

Cross-validation (10-fold) was performed with three repetitions for all models. For
the RF model, the number of variables randomly collected to be sampled at each split time
was 36. The results for the C5.0 algorithm were obtained by using a rules model with 18
trials. For the KNN, the final model used the 17 closest observations. The SVM used a
linear kernel with an upper bound for the constraint of the minimization problem equal to
1. The naive Bayes classifier used a constant Laplace smoother and a Gaussian density.

The detailed results of the performance measures for all models without the use of
the ROSE approach are presented in Table 3. The class with the lowest number of cases,
the pedestrian running over, was not correctly classified either in the statistical multinomial
logistic model or in all ML algorithms. Only the class with the higher number of cases
(collisions) was correctly classified by the models. All the performance measures that
combine other metrics (balanced accuracy weighed, Macro F1, MCC and Cohen Kappa)
have tiny values. The imbalance of the data implies very low correct prediction, in all
models, for the minority class.

Table 3. Performance measures for the statistical multinomial logit regression model and the ML
models for the type of RTA, without using the ROSE approach.

ML Algorithms

Measure Mult. RF SVM Naive-Bayes C5.0 KNN

Accuracy 0.818 0.797 0.788 0.744 0.811 0.802
Sensitivity (run. over) 0.000 0.006 0.000 0.118 0.006 0.011
Sensitivity (collision) 0.964 0.931 0.958 0.842 0.964 0.978
Sensitivity (crash) 0.369 0.382 0.219 0.450 0.318 0.208
Specificity (run. over) 1.000 0.994 1.000 0.947 0.999 0.999
Specificity (collision) 0.324 0.353 0.204 0.480 0.292 0.192
Specificity (crash) 0.961 0.932 0.955 0.889 0.959 0.975
Balanced Acc. Weigh. 0.818 0.797 0.788 0.744 0.811 0.801
Macro F1 - 0.457 - 0.469 0.519 0.511
MCC 0.391 0.336 0.240 0.298 0.351 0.286
Cohen Kappa 0.354 0.321 0.203 0.398 0.312 0.223

Table 4 presents the detailed results of the performance measures for all models using
the ROSE approach. It is clear that the ROSE approach allows a considerable improvement
in all performance measures of the models. The statistical multinomial logistic model,
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the SVM and naive Bayes methods, despite improving the classification of the minority
class, still do not predict accurately this class and present small values of the combined
metrics. On the other hand, the ML algorithms that use decision trees, the RF and C5.0,
achieve good performance, with each class correctly classified with a precision higher than
80%. The combined metrics also present very interesting values, with an MCC around 0.80
and a Macro F1 over 0.85.

Table 4. Performance measures for the statistical multinomial logit regression model and the ML
models for the type of RTA, using the ROSE approach.

ML Algorithms

Measure Mult. RF SVM Naive-Bayes C5.0 KNN

Accuracy 0.578 0.881 0.570 0.523 0.858 0.666
Sensitivity (run. over) 0.140 0.982 0.120 0.420 0.970 0.863
Sensitivity (collision) 0.715 0.806 0.727 0.681 0.787 0.548
Sensitivity (crash) 0.651 0.907 0.630 0.413 0.876 0.688
Specificity (run. over) 0.960 0.978 0.960 0.806 0.973 0.840
Specificity (collision) 0.586 0.940 0.558 0.591 0.919 0.850
Specificity (crash) 0.759 0.891 0.776 0.871 0.880 0.807
Balanced Acc. Weigh. 0.577 0.881 0.570 0.523 0.858 0.666
Macro F1 0.524 0.893 0.512 0.512 0.871 0.680
MCC 0.316 0.816 0.305 0.270 0.780 0.501
Cohen Kappa 0.306 0.814 0.293 0.262 0.779 0.493

Figure 3 presents the importance of the explanatory variables only for the RF model,
which was the one that produced the best results. For each tree, the prediction accuracy on
the out-of-bag portion of the data was recorded. Then the same was done after permuting
each predictor variable. The difference between the two accuracies was then averaged over
all trees and normalized by the standard error. For pedestrian running over, the variables
median age of the vehicle and accident’s location had the most influence on the classification
process; in collisions, were the variables age of the oldest driver and the median age of the
vehicles; and in crashes, were the median variables of the age of the vehicles, the type of
road and the location of the accident.

Figure 3. RF variable importance for the type of road accidents.
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3.3. Comparison of Models

When comparing the results obtained in previous sections, the best approach to
correctly classify a multicategory problem for the type of RTA with severe imbalanced
data was the RF algorithm using the ROSE approach. When the data were imbalanced for
this multiclass problem, none of the methods was able to correctly predict the minority
classes of the type of the RTA. The accuracy and the balanced weighted accuracy are the
only metrics that have reasonable values. Despite the pedestrian running over class being
highly misclassified, their contribution to the total number of observations is so low that
it does not have an impact on the value of these two metrics. Correcting the imbalance
in the data is notorious, with a considerable improvement in all methods and all metrics
evaluated. This result allows us to conclude that in this kind of problem, the need to correct
the imbalance in the data is essential for a good classification of a multiclass issue.

Both statistical and ML approaches had poor performance when the multiclass data
presented a considerable imbalance. When the imbalance is corrected by the ROSE ap-
proach, the statistical approach as well as some ML algorithms, improve slightly but still
cannot correctly classify the minority class. However, the ML algorithms that use decision
trees, the RF and the C5.0 algorithms, were able to classify all the categories with a high
percentage of correct predictions. The combined metrics, such as the Macro F1, the MCC
and the balanced accuracy weighted, all have values higher than 0.80, particularly for the
RF model.

4. Final Remarks

In this paper, we analyzed data from RTA in a district of Portugal. The initial challenge
was to create a unique dataset joining data from several sources with different structures,
with several distinct information: data about the vehicles, the drivers, the victims, the road
characteristics, the location, the time of the day and the weather conditions of a given RTA.

The main objective of the paper was to obtain the main factors that influence the
type of RTA (collision, crash, or pedestrian running over). For that, we compared the
performance of a statistical multinomial logit model with some ML algorithms that can be
used in a multiclass problem.

The multinomial logit model allowed us to conclude that, in general, the probability
of a crash (relative to a pedestrian running over) increases in the following cases: (a) in
the municipalities of Alcochete, Montijo, Setúbal and Seixal; (b) outside localities; (c) with
higher temperature; (d) with bad weather; (e) on the weekend; (f) in April, June, or August;
(g) outside the period from 6 p.m. to 11 p.m.; (f) on a curve; (g) with the oldest driver
younger than 20 years old (when compared with older drivers); (h) it involves motorcycles;
and (i) with the age of vehicles involved (increases with the median age of the vehicles).
We also can conclude that the probability of a collision occurring (relative to a pedestrian
running over) increases in the following cases: (a) in the municipalities of Alcochete,
Montijo, Setúbal and Seixal; (b) in a car park; (c) with higher air temperature; (d) at the
weekend; (e) in April, June, or August; (f) outside the period from 6 p.m. to 11 p.m.,
in particular between 2 p.m. and 4 p.m.; (g) on a curve; (h) on an EN, IP/IC or other
types of secondary roads; (i) with the oldest driver up to 20 years old and not greater than
82 years old (when compared with younger drivers); and (j) not involving light vehicles.

Moreover, this multiclass problem has the characteristic of having data imbalance,
with a given class with a small percentage of cases. We concluded that neither the statistical
model nor the ML algorithms were able to correctly predict the classes with the small
number of cases.

Therefore, we adapted a technique that is commonly used for binary classification to
balance classes, the ROSE technique. This adapted approach for the multinomial response
variable allowed us to synthesize new observations of the minority classes and obtain a
more balanced dataset. We then evaluated the performance of all models with this new
balanced dataset and concluded that all models had a considerable improvement in their
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performance. Only the decision tree algorithms were able to achieve a good prediction of
all three classes of the type of RTA, and the RF model was the best one.

Obtaining the main factors that influence the type of RTA is essential on its own,
but also could have implications in the definition of policies for prevention, whether at the
level of the security forces, the road, or awareness campaigns in terms of pedestrians being
run over, among others.

In future research, we should analyze if the need to correct imbalanced data is more
necessary in a multiclass problem than in a binary problem, and if it is always the decision
tree algorithms that present a better performance in this kind of multicategory issue.
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