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Abstract. Building a language model from free available internet information 

takes several steps and challenges. This new model aims to be a BERT-based 

language model for Portuguese-European, with no specific context. The corpus 

was built using a web page archive infrastructure provided by Arquivo.pt and 

restricted to .pt domains. This paper will describe the overall process of building 

the corpus and training a BERT model. 
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1 Introduction and Motivation 

The available text sources on the internet allow the gathering of vast amounts of 

content for training linguistics models [11]. These massive sources of information still 

need additional processing techniques like web scraping [6] to guarantee that only 

text with quality is retrieved, by eliminating pieces of code (HTML, JS, and others) from 

the actual text. Sentences and words are transformed into vectors (embeddings) and 

processed in an unsupervised way by the Deep Learning networks, generating 



 

 

language models that can be used for some Natural Language Processing (NLP) tasks 

like automatic translation among others [20]. 

Recurrent Neural Networks (RNN) were the main processing method for NLP tasks, 

but the true nature of this kind of neural networks fail or have less performance in 

processing long sequences because the first processed tokens get forgotten or lose 

importance. A novel approach introduced the concept of transformers [22]. This new 

architecture takes into account the weight of other tokens in the context. Based on 

this work, investigators presented BERT (Bidirectional Encoder Representations from 

Transformers) [5]. 

Recent benchmarks for evaluation of various tasks of natural language 

understanding (GLUE, MultiNLI, SQuAD v1.1 and SQuAD v2.0 benchmarks) showed 

that the BERT language representation model improved the state-of-the-art results. 

This new technique, for creating a language model representation, was designed to 

have a bidirectional context in all layers. Unlike other models like the OpenAI GPT 

(Generative Pre-Trained Transformer) that are based only in a left-to-right only 

context. The OpenAI GPT has evolved and originated the new GPT-2 and GPT-3 (bigger 

training dataset and number of parameters) improving the overall benchmarks [17,4]. 

Another approach gives attention to the morphology of words, like fastText [3], and 

allows training models on large corpora and compute word representations for first 

seen words. ELMo [10] is also an example of a pre-training model with context-

sensitive word representations. 

BERT good results inspired other investigators to follow their work and to propose 

new models, like RoBERTa (Robustly Optimized BERT Pretraining Approach) [13], 

trying to improve the processing robustness changing: training the model longer over 

more data, removing next sentence prediction objective, training on longer sequences 

and dynamically changing the masking pattern applied to the training data. BERTimbau 

[18] and CamemBERT [14] are other projects in Brazilian Portuguese and French 

respectively, that aim to train monolingual models and evaluate their performance in 

different NLP tasks. 

The remainder of this paper is organized as follows: section 2 introduces the 

archive Arquivo.pt; in the section 3 we provided a description of the process to create 

the Portuguese-European corpus and how to use this corpus to train a BERT language 

model. Finally, section 4 presents our conclusions together with some pointers for 

future work. 

2 Arquivo.pt 

Arquivo.pt [7] is an investigation infrastructure that allows to search and access web 

pages archived since 1996. Arquivo.pt started in January 2008, but the original idea to 

create a Portuguese website archive started in 2001 with the scientific project 

“tumba!” from Faculty of Sciences of the University of Lisbon. This archive makes site 

content available to researchers, content that could get lost by disappearing from the 
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original sites [8]. The crawling process underneath only considers sites related to 

Portugal, i.e., sites under the .pt domain or embedded on a page hosted in .pt or even 

redirected from a .pt domain. 

Table 1 describes the volume of data archived and the infrastructure that supports 

the archive process. 

Preserved data volume Infrastructure 

• 13 158 million web files 
• 28 million websites 
• 852 TB compressed content 

• 73 servers 
• 17 TB of RAM memory 
• 1.816 vCPU 
• 1.186 Hard drives (4,5 PB) 

Table 1. Arquivo.pt information (January 2022) 

2.1 Arquivo.pt interfaces 

Arquivo.pt gives provides API interfaces to access the repository, mainly by two ways: 

– Text search: passing a query parameter with the target text, the response is a list 

of files that have that content. This type of query is not our goal, because we don’t 

want to restrict the response to a given text. 

– URL search: passing a given URL the server API (Wayback CDX server API) will 

return a list of captures of that URL. This is the API used to build the set of URLs to 

retrieve the content. There wasn’t an applied any filter to limit the time when the 

URL was captured. 

One example of the API calling is the following: 

https://arquivo.pt/wayback/cdx?url=publico.pt that returns 

the list of captures for “publico.pt”. 

3 Content Retrieve Process 

The content retrieve process and model train from Arquivo.pt was developed in 

Python programming language, using several separated applications, one per process 

action. Fig 1 shows the overall process actions and information saved. Each step of this 

process is detailed in the following sections. 

https://arquivo.pt/wayback/cdx?url=publico.pt


 

 

 

Fig.1. Content retrieve and model train process 
. 

3.1 Step 1: Retrieve Websites 

From the millions of available websites in Arquivo.pt we consider a subset of identified 

Portuguese periodicals. These websites were denoted by dados.gov [1], a Portuguese 

Government agency. The list has 1.703 websites, of which we consider 1.535 that have 

correct links for Arquivo.pt archive. The periodicals are Nationwide or Regional, such 

as “Público” and “Jornal do Fundão”. 

Our main criteria to select these Portuguese periodical websites is to access well-

written and structured Portuguese news/text and with no special or restricted subject. 

Moreover, to consider that some of these periodic have forums been written by 

followers, that could be written with grammatical errors. 

3.2 Step 2: Retrieve Links 

When we access the Arquivo.pt’s archive API services, using the collected websites, 

we receive a list of links to the content archived over time. Also, here we had to make 

choices regarding the content retrieved: 

– Response Status 200: Each of the returned links has metadata associated that 

indicates the response status of the retrieved page when it was collected, and we 

only care about the status 200, that is the HTTP status of a correct accessed page. 

We discarded pages with status like 301, which is a redirect and assumed that the 

content is only the necessary information for the browser to follow the new 

destination. 

– Mime type: In the HTTP protocol, the response of a request indicates the type of 

the content returned, and normally a website is composed of several elements 



 

 

(like style sheets, JavaScript, images, ...) that we didn’t want to process. Since 

Arquivo.pt also has this kind of metadata information, the mime type, we filtered 

the following types of content: text/plain, text/html, application/pdf, 

application/rtf, text/rtf and application/msword. 

Count 

Websites processed 1.535 
Links 3.487.429 
Links Per Mime type • application/msword: 4.880 

• application/pdf: 275.705 

• application/rtf: 191 

• text/html: 3.197.706 

• text/plain: 8.766 

• text/rtf: 181 
Table 2. Retrieved links statistics 

In Table 2 it is possible to see that the main content type retrieved is the expected 

one, i.e., text/html. There is also some binary content to be processed (like PDFs). Not 

all of this content will be saved because the corpus doesn’t benefit from repeated text 

content. It is expected to be repeated because if the site/page is archived for two 

consecutive days (or near) the content is the same. 

The list of links that are extracted through the APIs provided by Arquivo.pt, 

contains more metadata that allows obtaining a certain page in the various moments 

in which it was captured. Therefore, we can have links where the address is the same, 

but the moment they were archived is different. All links are stored in a PostgreSQL 

database for processing. 

3.3 Step 3: Retrieve URL Content 

Due to the fact that were applied filters to receive URLs with text and that succeeded 

at the time of the crawling process, it is now necessary to obtain the content. 

Depending on the type of content that was collected (indicated in the link list 

metadata) different processing is done: 

– text/html or text/plain: the text of the request made to the Arquivo.pt repository 

(Wayback) is extracted, using a Python Trafilatura framework that can interpret 

the structure of the obtained text (html) and retrieve only the text that is rendered 

on the page. At this step, the process is also instructed to look only for the text in 

Portuguese; 

 



 

 

– Other mime types: for these contents, the Apache Tika (Python port) is used. This 

framework allows extracting text from different formats, including binaries like 

PDFs. 

After extracting the text of the available links, the content is saved in a PostgreSQL 

database for further processing. Arquivo.pt can retrieve the same page over time (with 

the same content) but, for our process, there is no advantage in keeping equal content, 

so a hash of the collected text is generated, which has to be unique in the database, 

thus avoiding content duplication. A SHA256 hash is calculated and used as a unique 

constraint in the database. To keep the same encoding for the next steps, is 

guaranteed to save the extracted content as utf-8. 

The original html is also stored in the database so, if necessary, other frameworks 

for extracting text from html can be used in the future. Table 3 shows statistics of the 

content retrieved. 

Count 

Unique content text 428.719 Average text size (bytes)

 5.240 

Table 3. Text capture statistics 

In the following, we described the Python frameworks used for this process: 

• Trafilatura: [2,12] this library was evaluated as one of the best tools for web 
scraping, with great performance in retrieving text for web pages. It is used when 
the URL has a mime type of text/html or text/plain. This framework has also the 
possibility to define a target language (that in our case was pt). 

• Apache Tika: [19,16,15] proven capacity of extracting text from binary documents, 

is used to process the content when it is found a mime type of: application/pdf, 

application/rtf, text/rtf or application/msword. This will permit the record of the 

text for the next processing steps. A Python port of the Apache Tika library that 

makes Tika available using the Tika REST 

Server. 

3.4 Step 4: Split Phrases 

For each content collected (text) it is necessary to extract the sentences that make up 

the text. In the first phase, the blocks are separated (by indicating the line change) and 

then in each block, the phrases are extracted. For this sentence extraction, is used the 

Python framework nltk, which allows this separation into sentences. At this stage and 

for each sentence, it is checked again if it is in Portuguese. The text as a whole may 

have been classified as being in Portuguese but, we want a second check at the 

sentence level. Again, when we are going to record the extracted phrases, there is no 

 



 

 

gain in repeating phrases (regardless of the source text) and we use again the creation 

of a phrase hash and this hash must be unique in the database. Therefore, in the 

background, the database insertion can be denied because there is another phrase 

with the same hash. Words are also extracted individually from the sentence for: 

– Having sentence structure information, indicating the word count, whether 

classified with stop words. This information per sentence will also allow us to 

choose sentences for training the model according to its dimension. 

– Recording the unique words found. – Statistics of the words found. 

Statistic Count 

Unique phrases 16.198.437 
Average phrase size (bytes) 68 
Average words 6 Average stop words 4 

Table 4. Phrase capture statistics 

In Table 4 it is possible to see from the collected text, how many unique phrases 

are retrieved. The phrases also create a unique constraint in the database (hash 

created on the phrase lower case) to guarantee that there are no replicated phrases. 

3.5 Step 5: Model Training 

After collecting and building the corpus, it is needed to create a vocabulary that will 

be used in the training process. The vocabulary defines a set of tokens, collected from 

the corpus or special tokens like “[UNK]”, “[PAD]”, “[CLS]”, “[SEP]” or “[MASK]”. BERT 

can receive two sentences, so at the beginning always receive the “CLS” token and to 

separate two sentences is used the “SEP” token. “MASK” is a special token used to 

hide a token and let the algorithm try to find the token that best suits in the context. 

Since BERT receives a fixed sentence size, the special token “PAD” is used to fill the 

remain tokens. When a token don’t appear in the vocabulary, the special token “UNK” 

is used to represent it. 

– Normalization: used BertNormalizer: this pre-tokenizer splits tokens on spaces, 

and also on punctuation. Each occurrence of a punctuation character will be 

treated separately; 

– Pre-Tokenization: used BertPreTokenizer: that takes care of normalizing raw text 

before giving it to a Bert model. This includes cleaning the text, handling accents, 

Chinese chars and lowercasing; 

– Model: used the WordPiece Tokenization Model, that is the tokenization 

algorithm Google developed to pretrain BERT; 



 

 

– Post Processor: define the rules for processing inputs with one or two sentences 

(rules for using “CLS” and “SEP” tokens). 

The code was inspired by Hugging Face [9] community. We created vocabularies 

with 20000, 25000, 30000, 35000, 40000, 45000 and 50000 tokens with the proposal 

of future evaluations on the results and on the compute performance based on 

different vocabularies sizes. For the BERT training, we used the vocabulary of size 

20000. 

For the model training, the corpus was random separated to have a train and a 

validation corpus (10% of the original corpus). For this first approach, the model was 

trained for a Masked Language Model – predicting masked tokens in new sentences. 

The config was loaded from a pretrained “bert-base-cased”: 12-layer, 768-hidden, 12-

heads, 110M parameters. The training took around 40 hours of computation in a high 

performance computing infrastructure. This infrastructure belongs to the University of 

Évora and is a supercomputer (Vision [21]) made by 2 compute nodes and a 

management node. Each compute node is an NVIDIA DGX A100 system with the 

following specifications: 

– 8x NVIDIA A100 GPU (40 GB each GPU) 

– 2x AMD Rome 7742 (64 cores, 128 threads each CPU) 

– 1 TB RAM 

– 8x Single-Port Mellanox ConnectX-6 VPI 200Gb/s HDR InfiniBand 

– 1x Dual-Port Mellanox ConnectX-6 VPI, 10/25/50/100/200Gb/s Ethernet 

– 5 petaFLOPS AI / 10 petaOPS INT 8 

4 Conclusions and Future Work 

The training procedure was defined and tested to generate a first (that we know) 

Portuguese-European language model based on BERT. The process was run entirely 

with success and the future work will be focused on the optimization and evaluation 

of the model quality and compute performance. The final model and code will be 

shared with the community for investigation proposes. This work was done using a 

subset of information retrieved from Arquivo.pt and is expected, when using more 

content, to have better results in the language model quality. 
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