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Amuse-bouche

▶ A convergence statement (for sequences) is a Π3-statement,

∀ε > 0∃N ∈ N ∀n ≥ N(|xn − ℓ| ≤ ε)

and thus a realizer for it (a rate of convergence) is not
guaranteed to exist.

▶ The next best thing is then what Terence Tao called a rate of
metastability, i.e., a bound on the N in the statement
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Amuse-bouche

▶ A convergence statement (for sequences) is a Π3-statement,

∀ε > 0∃N ∈ N ∀n ≥ N(|xn − ℓ| ≤ ε)

and thus a realizer for it (a rate of convergence) is not
guaranteed to exist.

▶ The next best thing is then what Terence Tao called a rate of
metastability, i.e., a bound on the N in the statement

Metastability

∀k ∈ N ∀f : N → N ∃N ∀i , j ∈ [N, f (N)]

(
|xi − xj | ≤

1

k + 1

)

which is a Herbrandization of the Cauchy property of a
sequence.



Proof mining

Georg Kreisel asked the following question:

What more do we know given the proof of a statement than simply
knowing that the statement is true?



Proof mining

Proof mining program

Analysis of mathematical proofs with the help of proof theoretic
techniques, including functional interpretations, in search of
concrete new information: effective bounds, algorithms, weakening
of premisses, ...



Functional interpretations

A functional interpretation is a mapping f : T → T ′ such that a
formula A (in classical logic) is mapped to a formula
Af ≡ ∀x∃y Af (x , y) such that theorems of T are mapped to
theorems of T ′, i.e.

T ⊢ A ⇒ T ′ ⊢ Af .

Moreover, f provides a witness for the existential quantifier (term).

T ⊢ A ⇒ there is a term t such that T ′ ⊢ Af (t).

Functional interpretations allow for the extraction of the (hidden)
computational content (captured by t) in the proof of the theorem.
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A (very biased!) historical summary

▶ Kreisel: Unwinding of proofs (1951).

▶ Gödel: Dialectica (1958). Con(T ) ⇒ Con(HA).

▶ Kohlenbach: Monotone functional interpretation (1996);
logical metatheorems (2003-05).

▶ Ferreira and Oliva: Bounded functional interpretation (2005).

▶ Engrácia: Soundness of the BFI w/ new base types (2009).

▶ Pinto: First use of the BFI in proof mining (2016-7).

▶ Ferreira, Leustean, and Pinto: Used the BFI to explain the
elimination of Weak Compactness (2018).

▶ D. and Pinto: Applied convergence results using the BFI
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Proof mining with the BFI

We use Ferreira and Oliva’s Bounded Functional Interpretation
(BFI) and its characteristic principles plus a new base type for
elements of the space and the (universal) axioms for the Hilbert
space:

▶ Unlike Gödel’s Dialectica interpretation, the BFI always
disregards precise witnesses, caring only for bounds for them.

▶ Completely new translation of formulas.

▶ Unlike the Monotone interpretation, with the BFI the
independence on bounded parameters is made explicit.
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Majorizability

Let PAω be Peano Arithmetic in all finite types. Types are defined
inductively as follows

Definition

0 is a type.

If σ, τ are types, then σ → τ is also a type.

Definition

▶ The Howard-Bezem strong majorizability ≤∗
σ is defined by:

▶ s ≤∗
0 t :≡ s ≤0 t;

▶ s ≤∗
ρ→σ t ˜:≡∀v ∀u ≤∗

ρ v (su ≤∗
σ tv ∧ tu ≤∗

σ tv).

▶ We say that xσ is monotone if and only if x ≤∗
σ x .
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Majorizability

Proposition

1. PAω
≤∗ ⊢ x ≤∗

σ y → y ≤∗
σ y ;

2. PAω
≤∗ ⊢ x ≤∗

σ y ∧ y ≤∗
σ z → x ≤∗

σ z .

Theorem (Howard’s majorizability theorem)

For all closed terms tσ of PAω
≤∗ , there is a closed term sσ of PAω

≤∗

such that PAω
≤∗ ⊢ t ≤∗

σ s.



Quantifiers

The usual ∀x A(x) and ∃x A(x).

And the bounded quantifiers ∀x ≤∗ t A(x) and ∃x ≤∗ t A(x).

A special case are the monotone quantifiers ∀̃x A(x) and ∃̃x A(x).
(Abbrev. of ∀x ≤∗ x A(x) and ∃x ≤∗ x A(x) respect.).

Formulas that don’t contain unbounded quantifiers are called
bounded formulas.
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Bounded functional interpretation (Ferreira and Oliva)

Assign to each formula A of PAω
≤∗ the formulas Af and Af (a; b) of

PAω
≤∗ such that Af ≡ ∀̃a ∃̃b Af (a; b) according to the following

clauses.

1. Af and Af are A for atomic formulas A;

If Af ≡ ∀̃a ∃̃b Af (a; b) and B f ≡ ∀̃c ∃̃d Bf (c; d) then:

3. (A ∨ B)f :≡ ∀̃a, c ∃̃b, d (Af (a; b) ∨ Bf (c; d));

4. (¬A)f :≡ ∀̃h ∃̃a ∃̃a ′ ≤∗ a¬Af (a
′; ha′);

5. (∀x A(x))f :≡ ∀̃e ∀̃a ∃̃b ∀x ≤∗ e Af (x , a; b);

6. (∀x ≤∗ t A(x))f :≡ ∀̃a ∃̃b ∀x ≤∗ t Af (x , a; b).
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Caracteristic Principles

Definition

1. (mACω
bd) ≡ ∀̃x ∃̃y Abd(x , y) → ∃̃f ∀̃x ∃̃y ≤∗ fx Abd(x , y);

2. (Collωbd) ≡
∀x ≤∗ t∃y Abd(x , y) → ∃̃Y ∀x ≤∗ t∃y ≤∗Y Abd(x , y);

3. (MAJω) ≡ ∀x∃y(x ≤∗ y).

Abbreviation

P := mACω
bd + Collωbd +MAJω.
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Soundness

Theorem (soundness theorem of f )

For all formulas A of PAω
≤∗ , if

PAω
≤∗ + P ⊢ A,

then there are closed monotone terms t of appropriate types such
that

PAω
≤∗ ⊢ ∀̃a ∃̃b ≤∗ ta Af (a; b).



Characterization

Theorem (characterization theorem of f )

For all formulas A of PAω
≤∗ , we have

PAω
≤∗ + P ⊢ A ↔ Af .



Convergence

Theorem (Infinite convergence principle)

Every non-increasing sequence of non-negative real numbers
converges.

Proposition

Let (xn) be a non-increasing sequence of real numbers and let
D ∈ N be such that

∀n ∈ N (0 ≤ xn ≤ D) .

Then

∀k ∈ N ∀̃f : N → N ∃N ≤ f (D(k+1))(0)∀i , j ∈ [N, f (N)](
|xi − xj | ≤

1

k + 1

)
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Convergence

Theorem (Infinite convergence principle)

Every non-increasing sequence of non-negative real numbers
converges.

Proposition

Let (xn) be a non-increasing sequence of real numbers and let
D ∈ N be such that

∀n ∈ N (0 ≤ xn ≤ D) .

Then f (D(k+1))(0) is a rate of metastability for (xn), where

f (r) :=

{
f (0)(n) = n

f (r+1)(n) = f (f (r)(n))



▶ In the previous Proposition, if one considers functions which
are not monotone, the bound becomes

max{f r (0) : r ≤ D(k + 1)}

▶ Observe that the bound is very uniform. It depends only on k
and f , but not on the sequence (xn).

▶ The analysis also extends to bounded sequences which are
eventually non-increasing. In this case, the bound becomes

max{M, f D(k+1)(M)},

where M is the order after which (xn) is non-increasing.
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From arithmetic to Hilbert spaces

We add:

▶ a new base type H for objects in an abstract Hilbert space
and extend the notion of majorizability in an appropriate way.

▶ axioms characterizing the abstract space and all the required
new constants.

▶ modulus (of convergence, of Cauchyness, of asymptotic
regularity, of metastability, etc.) witnessing problematic
existential quantifiers.

As long as the new constants are majorizable and the new axioms
are universal the proof of the Soundness theorem can be extended
to this new theory.
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Browder’s theorem

Theorem (Browder 1967)

Let H be an Hilbert space and U : H → H a non-expansive map.
Suppose that C is a convex, closed and bounded subset of H,
0 ∈ C and that U maps C into C . For every n ∈ N, let
Un : H → H the strict contraction Un(x) = (1− 1

n+1)U(x) and let
un the unique fixed point of Un. Then the sequence (un) strongly
converges for a fixed point u ∈ C of U



A quantitative version of Browder’s theorem

Theorem (Kohlenbach 2011; Ferreira, Leustean, Pinto 2019)

For all k ∈ N and function f : N → N,

∃n ≤ ϕ(k , f )∀i , j ∈ [n, n + fn]

(
∥ui − uj∥ ≤ 1

2k

)
.

For f non-decreasing one obtains the following rate

ϕ(k , f ) := 22g
(r)
k (0)+4+2d ,

where

▶ d is an upper bound of the diameter of C .

▶ gk(n) := 2k + d + 5 + ⌈log2(22n+4+2d) + f (22n+4+2d) + 1)⌉.
▶ r := 22k+4d+9.
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