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#### Abstract

This work presents a detailed numerical analysis of one-dimensional, time-dependent (linear) reaction-diffusion type equations modelled with the lattice Boltzmann method (LBM), using the two-relaxation-time (TRT) scheme, for the D1Q3 lattice. The interest behind this study is twofold. First, because it applies to the description of many engineering problems, such as the mass transport in membranes, the heat conduction in fins, or the population growth in biological systems. Second, because this study also permits understanding the general effect of solution-dependent sources in LBM, where this problem offers a simple, yet non-trivial, canonical groundwork. Without recurring to perturbative techniques, such as the Chapman-Enskog expansion, we exactly derive the macroscopic numerical scheme that is solved by the LBM-TRT model with a solutiondependent source and show that it obeys a four-level explicit finite difference structure. In the steady-state limit, this scheme reduces to a second-order finite difference approximation of the stationary reaction-diffusion equation that, due to artefacts from the source term discretization, may operate with an effective diffusion coefficient of negative value, although still remaining stable. Such a surprising result is demonstrated through an exact stability analysis that proves the unconditional stability of the LBM-TRT model with a solutiondependent source, in line with the already proven source-less pure diffusion case (Lin et al., 2021). This proof enlarges the confidence over the LBM-TRT model robustness also for the (linear) reaction-diffusion problem class. Finally, a truncation error analysis is performed to disclose the structure of the leading order errors. From this knowledge, two strategies are proposed to improve the scheme accuracy from second- to fourth-order. One exclusively based on the tuning of the LBM-TRT scheme free-parameters, namely the two relaxation rates and the lattice weight coefficient, and the other based on the redefinition of the structure of the relaxation rates, where the leading order truncation error is absorbed into one of the relaxation rates, liberating the other to improve additional features of the scheme. Numerical tests presented in the last part of the work support the ensemble of theoretical findings.


## 1. Introduction

Consider the diffusive transport of mass, heat or any other scalar quantity, represented by the variable $\phi(x, t)$, which is simultaneously determined by: (i) the diffusion coefficient $\mathcal{D}>0$, (ii) a first-order reaction term $-\kappa \phi(x, t)$, controlled by the reaction constant $\kappa \geq 0$, and (iii) a constant source term $\mathcal{M}$. This is a textbook problem [1] described by the following partial differential equation [2,3]:
$\frac{\partial \phi}{\partial t}=\mathcal{D} \frac{\partial^{2} \phi}{\partial x^{2}}-\kappa \phi+\mathcal{M}$.
Eq. (1) represents a one-dimensional reaction-diffusion model and governs numerous physical processes; for example, the diffusive mass transport in membranes [4] or reactors [5], the heat conduction in extended surfaces [6] or domains with internal heat sources [7], the
evolution of populations within biological systems [8], etc. Although Eq. (1) is solvable by analytical methods under a wide range of initial and boundary conditions [2,3], it is often more convenient to solve it numerically. First, because when solving Eq. (1), numerical methods generally tend to exhibit comparable accuracy to analytical ones, particularly, when the latter are described by infinite series solutions [9]. And, second, because reaction-diffusion models of the type shown in Eq. (1) tend to appear in the context of more complex physical systems, e.g. as part of coupled reaction-diffusion equations [10], conjugated with fluid flows equations [11], or linked with other multiphysics problems [12], where the only workable path to solving Eq. (1) is through numerical approximations.

When compared to the traditional diffusion equation [2,3], the modelling of the reaction-diffusion system, presented in Eq. (1), introduces

[^0]a solution-dependent source term as new numerical challenge. The relative strength of this source compared to the diffusion term is typically quantified by the Damköhler number, $\mathrm{Da}=\kappa \ell^{2} / \mathcal{D}$, where $\ell$ measures some physically characteristic length scale [2]. At large Da regimes, the reaction source tends to dominate the solution behaviour, which is important to consider both from physical and numerical viewpoints. So, while this $\mathrm{Da} \gg 1$ regime is where the source term needs to be more accurately modelled, it is, at the same time, the case where its numerical modelling is more challenging, which justifies the ongoing research on this topic [13].

This work concerns with the lattice Boltzmann method (LBM) [1417] as numerical technique to solve Eq. (1). The LBM is a simple and versatile numerical approach that, when compared to classical numerical techniques, is able to reach very competitive standards in a variety of physical models [18-21], ranging from standard fluid flow [22,23] or advection-diffusion transport problems [24,25] to other types of partial differential equations [17,26,27], such as those described by the Poisson equation [28], Burgers-Fisher equation [29], Ginzburg-Landau equation [30], Schrödinger equation [31,32], Dirac equation [33,34], etc. In many of these instances, a space-time- or solution-dependent source is part of the governing equation. Therefore, the numerical analysis of LBM as solver to Eq. (1) also offers a valuable apparatus to study more general problem classes, such as those enumerated above, where an external source is present and plays a pivotal role.

The clean inclusion of external sources into the LBM equation has been the subject of many works [35-43]. In a nutshell, those studies shared a common objective: to derive a consistent formulation of the LBM external source term, which guarantees an artefact-free representation of this source at macroscopic level. Nowadays, after numerous and valuable contributions, it appears that a general understanding on this field has been reached [16]. Yet, in the author's opinion the topic remains far from closed, since most of the conclusions derived from those works develop upon asymptotic techniques, such as the Chapman-Enskog expansion [37,38] or similar ones [23,44,45], where the analysis is usually truncated to second order terms. Thus, at best, such works only unveil the LBM behaviour at the so-called "hydrodynamic limit" [46], a level of approximation that may hide important characteristics of the numerical method. To reach out a more complete picture of the LBM scheme, it is typically required considering the inclusion of higher-order terms in the analysis (to capture, at least, the leading truncation errors in the numerical approximation [47-51]) or, in the limit, even the exact full scheme written at discrete level [42,47, 52-55]. Unfortunately, apart from a few exceptions [42,52,53,55], the publication of truncation error analyses to study the discrete effects on the LBM source term has been very scarce. The attempt to fill this gap is, therefore, a purpose of the present study.

Historically, one of the earliest efforts to characterize LBM, in relation to conventional numerical methods, was due to Ancona [56], which pointed out the similitude between the D1Q2 lattice structure and the DuFort-Frankel scheme [9] for 1D convection-diffusion equations. Later, He et al. [57] focused on simple, steady and unidirectional fluid flow problems, taking place in channels, to demonstrate that the LBM discrete structure in bulk is equivalent to a second-order central difference approximation of the incompressible Navier-Stokes equations. This methodology was further extended to the assessment of other discrete features of the LBM scheme, such as the origin of the spurious slip on boundary conditions $[58,59]$ or the discrete lattice artefacts due to external forcing terms [42,52,53,55,60]. Complementary efforts on the understanding of LBM as a numerical scheme focused on the study of its truncation structure, by delving into third- and higher-order asymptotic analyses [49-51,61]. In this regard, a key contribution was due to Holdych et al. [62] who revealed that the LBM truncation errors followed a rather organized structure, with its single relaxation time parameter obeying, at each order, a well-defined hierarchy built upon functioned polylogarithm polynomials [63]. Such
a result was later verified by many other independent studies, recurring to diverse asymptotic techniques, such as the Chapman-Enskog expansion [47], Maxwell iteration [44], direct Taylor expansion [61], recurrence equations $[47,54]$, etc. Their application to the study of external source terms has been also reported [64], although typically limited to a third-order truncation analysis. The linkage between the discrete level studies and the truncation error analyses has been established by Ginzburg and co-workers in a series of valuable contributions $[47,48,53,54]$. Of particular importance to the present study is the work [47], which examined the discrete and truncation structure of the equations satisfied by the LBM two-relaxation-time approximation of convection-diffusion equations, and the works [53,65], which analysed and improved the body force discrete lattice effects arising in the LBMBrinkman modelling of steady flows in porous media; the application of this analysis to other types of steady flow problems was recently given in [42].

In spite of the valuable works listed above, some important questions regarding the discrete and truncation structure of the LBM subject to external sources remain to be answered, namely: (i) What is the finite difference representation of the LBM source term in a time-dependent setting? (ii) How is the LBM scheme able to converge in a stable manner towards a steady-state solution, even when its effective diffusion coefficient becomes negative due to source term discretization artefacts? (iii) How does the external source inclusion alters the leading-order truncation structure of the LBM scheme and how does its effect can be mitigated in order to improve the accuracy and quality of the numerical solutions? This work intends to answer these questions by studying the LBM approximation of Eq. (1). For this task, the two-relaxationtime (TRT) collision model on the D1Q3 lattice is considered, which gives access to the exact analytical solutions of the scheme, while being extendable to higher dimensions by taking tensor-products of this lattice. Therefore, on top of the fundamental insight obtained here, the present study is also expected to provide a useful groundwork to guide in the development of improved LBM models for larger scale reaction-diffusion applications, as those reported in [66-71].

The rest of this paper is organized as follows. Section 2 introduces the LBM-TRT basic equations and the nomenclature adopted in this work. Section 3 derives the explicit multi-level finite-difference scheme satisfied by the LBM-TRT model in approximating Eq. (1); the steadystate regime is also discussed at the end of this section. Section 4 demonstrates the unconditional stability of the LBM-TRT scheme with a source, for any Damköhler number, Da, for the parameters that appear in the scheme. Section 5 presents a truncation error analysis, with focus on the optimal values of the LBM free parameters that permit increasing the scheme accuracy and then on the development of an improved strategy, inspired in [65], that mitigates the external source term artefacts. Section 6 shows numerical simulations performed on four benchmarks tests, which confirm the study theoretical conclusions. Finally, Section 7 concludes the work with a summary of the main results.

## 2. Lattice Boltzmann method with a source term

The LBM-TRT [39,47,54] representation of Eq. (1) can be obtained by solving for the populations $f_{q}\left(x_{j}, t_{n}\right)$, defined on discrete space $x_{j}$ and the discrete time $t_{n}$, along the discrete velocity set $\mathbf{c}_{q}$, featuring one immobile $\mathbf{c}_{0}=\mathbf{0}$ and $Q-1$ non-zero velocity vectors $\mathbf{c}_{q}$ per grid node. The TRT collision model is formulated on the symmetry argument that any lattice quantity $\psi_{q}$ can be decomposed onto symmetric $\psi_{q}^{+}=$ $\frac{1}{2}\left(\psi_{q}+\psi_{\bar{q}}\right)$ and anti-symmetric $\psi_{q}^{-}=\frac{1}{2}\left(\psi_{q}-\psi_{\bar{q}}\right)$ components, where $\mathbf{c}_{\bar{q}}=-\mathbf{c}_{q}$. The evolution equation of the LBM-TRT scheme, under equilibrium $e_{q}\left(x_{j}, t_{n}\right)$ and external source term $M_{q}\left(x_{j}, t_{n}\right)$, can be written
as:

$$
\begin{align*}
f_{q}\left(x_{j}+\mathbf{c}_{q} \Delta t, t_{n}+\Delta t\right)= & f_{q}\left(x_{j}, t_{n}\right)-s^{+}\left(f_{q}^{+}\left(x_{j}, t_{n}\right)-e_{q}^{+}\left(x_{j}, t_{n}\right)\right) \\
& -s^{-}\left(f_{q}^{-}\left(x_{j}, t_{n}\right)-e_{q}^{-}\left(x_{j}, t_{n}\right)\right) \\
& +\Delta t\left(1-\frac{s^{+}}{2}\right) M_{q}^{+}\left(x_{j}, t_{n}\right)  \tag{2}\\
& +\Delta t\left(1-\frac{s^{-}}{2}\right) M_{q}^{-}\left(x_{j}, t_{n}\right) .
\end{align*}
$$

In D1Q3 lattice [16] the index $q=\{-1,0,1\}$ and the discrete velocity vector $\mathbf{c}_{q}$ reads:
$\mathbf{c}_{q}=\left\{\begin{aligned}-c, & q=-1, \\ 0, & q=0, \\ c, & q=1,\end{aligned}\right.$
where $c=\Delta x / \Delta t$, with $\Delta x$ and $\Delta t$ the space and time step increment, respectively.

The D1Q3 lattice weight coefficients $\omega_{q}$ follow an isotropic structure, given by:
$\omega_{1}=\omega_{-1}=\frac{1-\omega_{0}}{2}$.
The resting weight $\omega_{0}$ is a free-tunable parameter, constrained to the necessary stability range $0<\omega_{0}<1$ [47,72]. These weights satisfy the constraints $\omega_{q}>0 \forall q$ and $\sum_{q} \omega_{q}=1$.

The LBM-TRT model, Eq. (2) approximates the macroscopic diffusion equation, Eq. (1), with the following equilibrium populations:
$e_{q}^{+}\left(x_{j}, t_{n}\right)=\omega_{q} \phi\left(x_{j}, t_{n}\right) \quad$ and $\quad e_{q}^{-}\left(x_{j}, t_{n}\right)=0$,
where $\phi$ is the macroscopic variable of interest.
The first three velocity moments of the equilibrium produces the following results:

$$
\begin{align*}
& \sum_{q} e_{q}^{+}\left(x_{j}, t_{n}\right)=\phi\left(x_{j}, t_{n}\right), \quad \sum_{q} \mathbf{c}_{q} e_{q}^{-}(x, t)=\mathbf{0}, \\
& \sum_{q} \mathbf{c}_{q}^{2} e_{q}^{+}\left(x_{j}, t_{n}\right)=\left(1-\omega_{0}\right) \phi\left(x_{j}, t_{n}\right) c^{2} . \tag{6}
\end{align*}
$$

The discrete source term is:

$$
\begin{equation*}
M_{q}^{+}\left(x_{j}, t_{n}\right)=\omega_{q}\left(-\kappa \phi\left(x_{j}, t_{n}\right)+\mathcal{M}\right) \quad \text { and } \quad M_{q}^{-}\left(x_{j}, t_{n}\right)=0 . \tag{7}
\end{equation*}
$$

The macroscopic variable $\phi\left(x_{j}, t_{n}\right)$ is found through the LBM-TRT solution $f_{q}\left(x_{j}, t_{n}\right)$ as follows

$$
\begin{align*}
\phi\left(x_{j}, t_{n}\right) & =\sum_{q} f_{q}\left(x_{j}, t_{n}\right)+\frac{\Delta t}{2}\left(-\kappa \phi\left(x_{j}, t_{n}\right)+\mathcal{M}\right) \\
& \Rightarrow\left(1+\kappa \frac{\Delta t}{2}\right) \phi\left(x_{j}, t_{n}\right)=\sum_{q} f_{q}\left(x_{j}, t_{n}\right)+\frac{\Delta t}{2} \mathcal{M} . \tag{8}
\end{align*}
$$

The TRT collision is controlled by two relaxation rates $\left.s^{ \pm} \in\right] 0,2[$, where the even-order relaxation rate $s^{+}$is free-tunable, and the oddorder relaxation rate $s^{-}$is related to the diffusion coefficient $\mathcal{D}$ in Eq. (1), as:
$\mathcal{D}=\left(1-\omega_{0}\right)\left(\frac{1}{s^{-}}-\frac{1}{2}\right) \frac{\Delta x^{2}}{\Delta t}$.
Finally, it is convenient to define the following TRT relaxation functions:
$\Lambda^{ \pm}=\left(\frac{1}{s^{ \pm}}-\frac{1}{2}\right), \quad$ and $\quad \Lambda=\Lambda^{+} \Lambda^{-}$.

## 3. Difference equations of LBM-TRT reaction-diffusion model

### 3.1. Time-dependent difference scheme

This section derives the equivalent finite difference structure of the LBM-TRT model presented in Section 1. This derivation tightly
follows the works [73-75]. To simplify notation, we introduce the grid coordinate system $x_{j}=j \Delta x$ and $t_{n}=n \Delta t$ and define $f_{q, j}^{n}:=$ $f_{q}(j \Delta x, n \Delta t)$ and $\phi_{j}^{n}:=\phi(j \Delta x, n \Delta t)$. By substituting the equilibrium distribution function, Eq. (5), and the discrete source term, Eq. (7), into the LBM-TRT evolution equation, Eq. (2), we can write the explicit form of each population within the D1Q3 model as follows:

$$
\begin{align*}
f_{-1, j}^{n+1}= & f_{-1, j+1}^{n}-\frac{s^{-}}{2}\left(f_{-1, j+1}^{n}-f_{1, j+1}^{n}\right)+\frac{s^{+}}{2} f_{0, j+1}^{n} \\
& -\left[\frac{\omega_{0} s^{+}}{2}+\kappa \Delta t\left(\frac{1-\omega_{0}}{2}+\frac{\omega_{0} s^{+}}{4}\right)\right] \phi_{j+1}^{n}+\left(\frac{1-\omega_{0}}{2}+\frac{\omega_{0} s^{+}}{4}\right) \Delta t \mathcal{M}, \\
f_{0, j}^{n+1}= & f_{0, j}^{n}-s^{+} f_{0, j}^{n}+\left[\omega_{0} s^{+}-\kappa \Delta t \omega_{0}\left(1-\frac{s^{+}}{2}\right)\right] \phi_{j}^{n}  \tag{11a}\\
& +\omega_{0}\left(1-\frac{s^{+}}{2}\right) \Delta t \mathcal{M},  \tag{11b}\\
f_{1, j}^{n+1}= & f_{1, j-1}^{n}+\frac{s^{-}}{2}\left(f_{-1, j-1}^{n}-f_{1, j-1}^{n}\right)+\frac{s^{+}}{2} f_{0, j-1}^{n} \\
& -\left[\frac{\omega_{0} s^{+}}{2}+\kappa \Delta t\left(\frac{1-\omega_{0}}{2}+\frac{\omega_{0} s^{+}}{4}\right)\right] \phi_{j-1}^{n}+\left(\frac{1-\omega_{0}}{2}+\frac{\omega_{0} s^{+}}{4}\right) \Delta t \mathcal{M} . \tag{11c}
\end{align*}
$$

Inserting Eqs. (11) into Eq. (8), taking into account $\left(1+\kappa \frac{\Delta t}{2}\right) \phi_{j}^{n+1}=$ $f_{-1, j}^{n+1}+f_{0, j}^{n+1}+f_{1, j}^{n+1}+\frac{\Delta t}{2} \mathcal{M}$, we obtain:

$$
\begin{align*}
\left(1+\kappa \frac{\Delta t}{2}\right) \phi_{j}^{n+1}= & \left(f_{-1, j+1}^{n}+f_{0, j}^{n}+f_{1, j-1}^{n}\right)-\frac{s^{-}}{2}\left[\left(f_{-1, j+1}^{n}-f_{1, j+1}^{n}\right)\right. \\
& \left.-\left(f_{-1, j-1}^{n}-f_{1, j-1}^{n}\right)\right] \\
& +\frac{s^{+}}{2}\left(f_{0, j+1}^{n}-2 f_{0, j}^{n}+f_{0, j-1}^{n}\right) \\
& -\frac{\omega_{0} s^{+}}{2}\left(\phi_{j+1}^{n}-2 \phi_{j}^{n}+\phi_{j-1}^{n}\right) \\
& -\kappa \Delta t\left(\frac{1-\omega_{0}}{2}+\frac{\omega_{0} s^{+}}{4}\right)\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}\right) \\
& -\kappa \Delta t\left(\omega_{0}-\frac{\omega_{0} s^{+}}{2}\right) \phi_{j}^{n}+\frac{3}{2} \Delta t \mathcal{M} . \tag{12}
\end{align*}
$$

The focus now will be dedicated to simplifying the first three terms on the right-hand side of Eq. (12), replacing the mesoscopic populations $f_{q}$ by the macroscopic variable $\phi$.

The first term on the right-hand side of Eq. (12) can be simplified by summing Eq. (8) at points $j+1$ and $j-1$ (both at time step $n$ ), and then using $f_{1, j+1}^{n}+f_{0, j}^{n}+f_{-1, j-1}^{n}=\left(1-\kappa \frac{\Delta t}{2}\right) \phi_{j}^{n-1}+\frac{\Delta t}{2} \mathcal{M}$, which will result in:

$$
\begin{align*}
f_{-1, j+1}^{n}+f_{0, j}^{n}+f_{1, j-1}^{n}= & -\left(f_{0, j+1}^{n}-2 f_{0, j}^{n}+f_{0, j-1}^{n}\right) \\
& +\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}-\phi_{j}^{n-1}\right)  \tag{13}\\
& +\kappa \frac{\Delta t}{2}\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}+\phi_{j}^{n-1}\right)-\frac{3}{2} \Delta t \mathcal{M}
\end{align*}
$$

The second term on the right-hand side of Eq. (12) can be simplified through a similar procedure, which permits obtaining:

$$
\begin{align*}
\left(f_{-1, j+1}^{n}-f_{1, j+1}^{n}\right)-\left(f_{-1, j-1}^{n}-f_{1, j-1}^{n}\right)= & -\left(f_{0, j+1}^{n}-2 f_{0, j}^{n}+f_{0, j-1}^{n}\right) \\
& +\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}-2 \phi_{j}^{n-1}\right) \\
& +\kappa \frac{\Delta t}{2}\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}+2 \phi_{j}^{n-1}\right) \\
& -2 \Delta t \mathcal{M} . \tag{14}
\end{align*}
$$

The introduction of Eqs. (13) and (14) into Eq. (12) will lead to:

$$
\begin{align*}
\left(1+\kappa \frac{\Delta t}{2}\right) \phi_{j}^{n+1}= & \left(\frac{s^{-}}{2}+\frac{s^{+}}{2}-1\right)\left(f_{0, j+1}^{n}-2 f_{0, j}^{n}+f_{0, j-1}^{n}\right) \\
& +\left(1-\frac{s^{-}}{2}-\frac{\omega_{0} s^{+}}{2}\right)\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}\right)+\omega_{0} s^{+} \phi_{j}^{n} \\
& +\left(s^{-}-1\right) \phi_{j}^{n-1}  \tag{15}\\
& -\kappa \Delta t\left(\frac{\omega_{0} s^{+}}{4}+\frac{s^{-}}{4}-\frac{\omega_{0}}{2}\right)\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}\right) \\
& -\kappa \Delta t\left(\omega_{0}-\frac{\omega_{0} s^{+}}{2}\right) \phi_{j}^{n}-\kappa \frac{\Delta t}{2}\left(s^{-}-1\right) \phi_{j}^{n-1} \\
& +s^{-} \Delta t \mathcal{M}
\end{align*}
$$

Now, we need to evaluate the first term on the right-hand side of Eq. (15). By introducing Eq. (8) and Eqs. (11) into $\left(f_{0, j+1}^{n}-2 f_{0, j}^{n}\right.$ $\left.+f_{0, j-1}^{n}\right)$, and then using $f_{1, j+1}^{n}+f_{0, j}^{n}+f_{-1, j-1}^{n}=\left(1-\kappa \frac{\Delta t}{2}\right) \phi_{j}^{n-1}+\frac{\Delta t}{2} \mathcal{M}$, we will obtain:

$$
\begin{align*}
f_{0, j+1}^{n}-2 f_{0, j}^{n}+f_{0, j-1}^{n}= & \left(s^{-}-1\right)\left(f_{0, j+1}^{n-1}-2 f_{0, j}^{n-1}+f_{0, j-1}^{n-1}\right) \\
& -2 \phi_{j}^{n}+\left(2-s^{-}\right)\left(\phi_{j+1}^{n-1}+\phi_{j-1}^{n-1}\right) \\
& +\left(2 s^{-}-2\right) \phi_{j}^{n-2}  \tag{16}\\
& -\kappa \Delta t \phi_{j}^{n}-\kappa \Delta t \frac{s^{-}}{2}\left(\phi_{j+1}^{n-1}+\phi_{j-1}^{n-1}\right) \\
& -\kappa \Delta t\left(s^{-}-1\right) \phi_{j}^{n-2} \\
& +2 s^{-} \Delta t \mathcal{M} .
\end{align*}
$$

Finally, by introducing Eq. (16) into Eq. (15), and recursively simplifying the result by re-introducing Eq. (15), this time re-expressed at time step $n-1$, we obtain:

$$
\begin{align*}
\left(1+\kappa \frac{\Delta t}{2}\right) \phi_{j}^{n+1}= & \left(1-\frac{s^{-}}{2}-\frac{\omega_{0} s^{+}}{2}\right)\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}\right) \\
& +\left(\omega_{0} s^{+}-s^{+}+1\right) \phi_{j}^{n} \\
& +\left(\frac{\omega_{0} s^{-} s^{+}}{2}-\frac{\omega_{0} s^{+}}{2}-\frac{s^{-} s^{+}}{2}+s^{+}+\frac{s^{-}}{2}-1\right) \\
& \times\left(\phi_{j+1}^{n-1}+\phi_{j-1}^{n-1}\right) \\
& +\left(-\omega_{0} s^{-} s^{+}+\omega_{0} s^{+}+s^{-}-1\right) \phi_{j}^{n-1} \\
& +\left(s^{-} s^{+}-s^{+}-s^{-}+1\right) \phi_{j}^{n-2} \\
& -\kappa \Delta t\left(\frac{\omega_{0} s^{+}}{4}+\frac{s^{-}}{4}-\frac{\omega_{0}}{2}\right)\left(\phi_{j+1}^{n}+\phi_{j-1}^{n}\right) \\
& -\kappa \Delta t\left(-\frac{\omega_{0} s^{+}}{2}+\frac{s^{+}}{2}+\omega_{0}-\frac{1}{2}\right) \phi_{j}^{n} \\
& -\kappa \Delta t\left(-\frac{\omega_{0} s^{-} s^{+}}{4}+\frac{\omega_{0} s^{+}}{4}\right. \\
& \left.+\frac{\omega_{0} s^{-}}{2}+\frac{s^{+} s^{-}}{4}-\frac{s^{-}}{4}-\frac{\omega_{0}}{2}\right)\left(\phi_{j+1}^{n-1}+\phi_{j-1}^{n-1}\right) \\
& -\kappa \Delta t\left(\frac{\omega_{0} s^{-} s^{+}}{2}-\frac{\omega_{0} s^{+}}{2}-\omega_{0} s^{-}\right. \\
& \left.+\frac{s^{-}}{2}+\omega_{0}-\frac{1}{2}\right) \phi_{j}^{n-1} \\
& -\kappa \Delta t\left(\frac{s^{-} s^{+}}{2}-\frac{s^{+}}{2}-\frac{s^{-}}{2}+\frac{1}{2}\right) \phi_{j}^{n-2}+s^{-} s^{+} \Delta t \mathcal{M} . \tag{17}
\end{align*}
$$

Eq. (17) can be written in compact form as follows:

$$
\begin{align*}
\phi_{j}^{n+1}= & \alpha_{1} \phi_{j-1}^{n}+\alpha_{2} \phi_{j}^{n}+\alpha_{1} \phi_{j+1}^{n}+\beta_{1} \phi_{j-1}^{n-1}  \tag{18}\\
& +\beta_{2} \phi_{j}^{n-1}+\beta_{1} \phi_{j+1}^{n-1}+\gamma \phi_{j}^{n-2}+\zeta \mathcal{M}
\end{align*}
$$

with coefficients
$\alpha_{1}:=\frac{2}{2+\kappa \Delta t}\left[\left(-\frac{s^{-}}{2}+1-\omega_{0} \frac{s^{+}}{2}\right)-\kappa \frac{\Delta t}{2}\left(\frac{s^{-}}{2}+\omega_{0}\left(\frac{s^{+}}{2}-1\right)\right)\right]$
$\alpha_{2}:=\frac{2}{2+\kappa \Delta t}\left[\left(-s^{+}+1+\omega_{0} s^{+}\right)-\kappa \frac{\Delta t}{2}\left(s^{+}-1+\omega_{0}\left(-s^{+}+2\right)\right)\right]$
$\beta_{1}:=\frac{2}{2+\kappa \Delta t}\left[\left(-\frac{s^{-} s^{+}}{2}+s^{+}+\frac{s^{-}}{2}-1+\omega_{0}\left(\frac{s^{-} s^{+}}{2}-\frac{s^{+}}{2}\right)\right)\right.$
$\left.-\kappa \frac{\Delta t}{2}\left(\frac{s^{+} s^{-}}{2}-\frac{s^{-}}{2}+\omega_{0}\left(-\frac{s^{-} s^{+}}{2}+\frac{s^{+}}{2}+s^{-}-1\right)\right)\right]$
$\beta_{2}:=\frac{2}{2+\kappa \Delta t}\left[\left(s^{-}-1+\omega_{0}\left(-s^{-} s^{+}+s^{+}\right)\right)\right.$
$\left.-\kappa \frac{\Delta t}{2}\left(-1+s^{-}+\omega_{0}\left(s^{-} s^{+}-s^{+}-2 s^{-}+2\right)\right)\right]$
$\gamma:=\frac{2}{2+\kappa \Delta t}\left[\left(s^{-}-1\right)\left(s^{+}-1\right)-\kappa \frac{\Delta t}{2}\left(s^{-}-1\right)\left(s^{+}-1\right)\right]$
$\zeta:=\frac{2}{2+\kappa \Delta t} \Delta t s^{-} s^{+}$
or, alternatively, by considering the TRT relaxation parameters $\Lambda^{ \pm}=$ $\left(\frac{1}{s^{ \pm}}-\frac{1}{2}\right)$ and $\Lambda=\Lambda^{+} \Lambda^{-}$, defined in Eq. (10), where $s^{+} s^{-}=(\Lambda$ $\left.+\frac{\Lambda^{+}+\Lambda^{-}}{2}+\frac{1}{4}\right)^{-1}$, the coefficients in Eq. (19) may be re-written in the following form:

$$
\begin{align*}
\alpha_{1}:= & \frac{2 s^{+} s^{-}}{2+\kappa \Delta t}\left[\left(\Lambda-\frac{1}{4}+\left(1-\omega_{0}\right)\left(\frac{\Lambda^{-}}{2}+\frac{1}{4}\right)\right)\right. \\
& \left.-\kappa \frac{\Delta t}{2}\left(-\Lambda+\frac{1}{4}+\left(1-\omega_{0}\right)\left(\Lambda+\frac{\Lambda^{+}}{2}\right)\right)\right] \\
\alpha_{2}:= & \frac{2 s^{+} s^{-}}{2+\kappa \Delta t}\left[\left(\Lambda+\frac{\Lambda^{+}+\Lambda^{-}}{2}+\frac{1}{4}-\left(1-\omega_{0}\right)\left(\Lambda^{-}+\frac{1}{2}\right)\right)\right. \\
& \left.-\kappa \frac{\Delta t}{2}\left(\Lambda+\frac{\Lambda^{+}+\Lambda^{-}}{2}+\frac{1}{4}-\left(1-\omega_{0}\right)\left(2 \Lambda+\Lambda^{+}\right)\right)\right] \\
\beta_{1}:= & \frac{2 s^{+} s^{-}}{2+\kappa \Delta t}\left[\left(-\Lambda+\frac{1}{4}+\left(1-\omega_{0}\right)\left(\frac{\Lambda^{-}}{2}-\frac{1}{4}\right)\right)\right. \\
& \left.-\kappa \frac{\Delta t}{2}\left(-\Lambda+\frac{1}{4}+\left(1-\omega_{0}\right)\left(\Lambda-\frac{\Lambda^{+}}{2}\right)\right)\right] \\
\beta_{2}:= & \frac{2 s^{+} s^{-}}{2+\kappa \Delta t}\left[\left(-\Lambda+\frac{\Lambda^{+}+\Lambda^{-}}{2}-\frac{1}{4}-\left(1-\omega_{0}\right)\left(\Lambda^{-}-\frac{1}{2}\right)\right)\right. \\
& \left.-\kappa \frac{\Delta t}{2}\left(\Lambda-\frac{\Lambda^{+}+\Lambda^{-}}{2}+\frac{1}{4}-\left(1-\omega_{0}\right)\left(2 \Lambda-\Lambda^{+}\right)\right)\right] \\
\gamma:= & \frac{2 s^{+} s^{-}}{2+\kappa \Delta t}\left[\left(\Lambda-\frac{\Lambda^{+}+\Lambda^{-}}{2}+\frac{1}{4}\right)-\kappa \frac{\Delta t}{2}\left(\Lambda-\frac{\Lambda^{+}+\Lambda^{-}}{2}+\frac{1}{4}\right)\right] \\
\zeta:= & \frac{2 s^{+} s^{-}}{2+\kappa \Delta t} \Delta t \tag{20}
\end{align*}
$$

Eq. (18) reveals that the LBM-TRT model, Eq. (2) approximates the one-dimensional reaction-diffusion equation, Eq. (1), as a fourthlevel explicit finite difference scheme. The stencil structure of Eq. (18) is depicted in Fig. 1. Interestingly, the space-time discretization of the diffusion term and the source term follow a similar non-local and multi-level structure. The discretization of each term only differs in the coefficient values.

To conclude this section, we point out that the above results are consistent with previously published studies [73-75]. Namely, taking into account that, for the D1Q3 lattice, TRT and MRT collision models produce exactly identical macroscopic equations [72], if we consider a pure diffusion case, $\kappa=0$, and set $s^{-}=s_{1}$ and $s^{+}=s_{2}$ then our Eq. (17) recovers Eq. (21) from the work [75], derived for the MRT model. Alternatively, if we consider $\kappa=0$ and $s^{+}=s^{-}=s$ into Eq. (17), we recover Eq. (10) with coefficients Eq. (11) and Eq. (12) from the work [73], which were derived for the LBM-BGK model. Similarly, the LBM-REG model [75] is recovered for $s^{+}=1$ and $s^{-}=s$, whereas the LBM-LKS model [75] is obtained for $s^{+}=s$ and $s^{-}=\frac{s}{1-s \eta}$, where $\eta$ is an adjusting parameter.


Fig. 1. Stencil of the difference scheme obeyed by the LBM-TRT on the D1Q3 lattice for the time-dependent reaction-diffusion equation.

### 3.2. Steady-state difference scheme

This section will study the steady state limit of Eq. (18).

### 3.2.1. Standard source scheme

For the time-independent regime, we drop the index $n$ from the $\phi$ variable, multiply each term by $1 /\left(\Delta t s^{-} s^{+}\right)$, and simplify the resulting equation to obtain:

$$
\begin{align*}
& \left(1-\omega_{0}\right)\left(\frac{1}{s^{-}}-\frac{1}{2}\right) \frac{\Delta x^{2}}{\Delta t} \frac{\phi_{j-1}-2 \phi_{j}+\phi_{j+1}}{\Delta x^{2}}-\kappa \phi_{j}+\mathcal{M}  \tag{21}\\
& +\left[\omega_{0}\left(\frac{1}{s^{-}}-\frac{1}{2}\right)\left(\frac{1}{s^{+}}-\frac{1}{2}\right)-\frac{1}{4}\right] \Delta x^{2} \kappa \frac{\phi_{j-1}-2 \phi_{j}+\phi_{j+1}}{\Delta x^{2}}=0
\end{align*}
$$

Eq. (21) can be simplified by introducing the following compact notation, namely: (i) the transport coefficient $\mathcal{D}=\left(1-\omega_{0}\right)\left(\frac{1}{s^{-}}-\frac{1}{2}\right) \frac{\Delta x^{2}}{\Delta t}$, defined in Eq. (9), (ii) the TRT relaxation parameter $\Lambda:=\left(\frac{1}{s^{-}}-\frac{1}{2}\right)$ $\left(\frac{1}{s^{+}}-\frac{1}{2}\right)$, given in Eq. (10), and (iii) the discrete Laplacian operator given by $\bar{\Delta}_{x}^{2} \phi_{j}:=\frac{\phi_{j+1}-2 \phi_{j}+\phi_{j-1}}{\Delta x^{2}}$, which permits re-writing Eq. (21) in condensed form as:
$\mathcal{D} \bar{\Delta}_{x}^{2} \phi_{j}-\kappa \phi_{j}+\mathcal{M}+\left(\omega_{0} \Lambda-\frac{1}{4}\right) \Delta x^{2} \kappa \bar{\Delta}_{x}^{2} \phi_{j}=0$.
If we assign to the free parameter $\omega_{0}$ the hydrodynamic weight value $\omega_{0}=\frac{2}{3}$, then Eq. (22) becomes:
$\mathcal{D} \bar{\Delta}_{x}^{2} \phi_{j}+\mathcal{M}-\kappa\left(\phi_{j}+\left(\frac{3-8 \Lambda}{12}\right) \Delta x^{2} \bar{\Delta}_{x}^{2} \phi_{j}\right)=0$.
Eq. (23) displays the discrete structure established by the LBM-TRT scheme when modelling the stationary reaction-diffusion equation, i.e. Eq. (1) with $\frac{\partial \phi}{\partial t}=0$. It is interesting to note that this discrete structure is similar to the LBM-TRT modelling of (Brinkman-force) fluid flow problems in channel-like geometries [20,42,53,65], which hints to the universal structure of Eq. (23) in problems with solution-dependent source. Eq. (23) is the second-order finite difference approximation of the steady-state limit of Eq. (1), except for the last term inside the parenthesis, which is an artefact due to the discretization of the spatially varying source $[53,65]$. This source term artefact can be represented as the three-point stencil: $\left\{1+\frac{3-8 \Lambda}{12}, 1-2 \times \frac{3-8 \Lambda}{12}, 1+\frac{3-8 \Lambda}{12}\right\}$.

In practice, the source term discretization artefact impacts the LBM accuracy towards the intended macroscopic equation by altering the effective diffusion coefficient as follows: $\mathcal{D} \rightarrow \mathcal{D}(1+\delta)$. Consequently, the steady solution of the LBM-TRT equation becomes the solution of
following modified difference equation:

$$
\begin{align*}
\mathcal{D}(1+\delta) \bar{\Delta}_{x}^{2} \phi_{j}-\kappa \phi_{j}+\mathcal{M}=0, \quad \delta:=\left(\frac{8 \Lambda-3}{12}\right) & \mathrm{Da}_{g} \\
\mathrm{Da}_{g} & :=\frac{\kappa \Delta x^{2}}{\mathcal{D}} \tag{24}
\end{align*}
$$

where the parameter $\mathrm{Da}_{g}$ corresponds to the grid Damköhler number, whose relation to the physical Damköhler number, Da , is given by $\mathrm{Da}_{g} \propto \mathrm{Da} / N_{x}^{2}$, where $N_{x}$ quantifies the mesh resolution. Ideally, the source discretization artefact $\delta$ should be zero. However, as shown in Eq. (24), $\delta$ depends on three factors: (i) the physical regime, set by Da; (ii) the inverse of the mesh resolution squared, set by $1 / N_{x}^{2}$; and (iii) the collision relaxation parameter, set by $\Lambda$. In order to vanish $\delta$ one of the three conditions must be satisfied: (i) $\mathrm{Da}=0$, which is inappropriate as it may be incompatible with the problem physics, (ii) $N_{x} \rightarrow \infty$, which is unfeasible as it requires operating on infinitely fine meshes, or (iii) $\Lambda=3 / 8$, which among the three options is the most viable choice.

However, although fixating $\Lambda=3 / 8$ cures the above mentioned source term defect in bulk [53], this choice may compromise the LBM performance with respect to other traits. For instance, it is known that $\Lambda=1 / 4$ provides optimal stability [72] or $\Lambda=3 / 16$ optimal boundary accuracy for some low-order reflection schemes [20,65]. That explains why users tend to operate LBM in the range $\Lambda<3 / 8$, despite the simulation falling into $\delta<0$. Worse, when $\delta<-1$, the effective diffusion coefficient becomes negative, which is expected to adversely corrupt the quality and the accuracy of the LBM steady solution; these defects will be illustrated in Section 3.2.3.

The recognition of this source discretization artefact, which is only identifiable in its full extent through an exact discrete level analysis, has motivated the development of several distinct force-based strategies to eliminate or mitigate its impact, without enforcing any restriction on the $\Lambda$ choice, e.g. the works [20,65]. Among them, the improved force (IF) scheme is perhaps the simplest, though most effective, strategy. Since it was originally developed for the Brinkman-force based porous media flow models [65], the purpose of the next section is to adapt the IF scheme idea to the LBM modelling of steady reaction-diffusion systems. The IF scheme will be revisited again in Section 5.2, this time focusing on time-dependent settings.

### 3.2.2. Improved source scheme

The key idea of the improved force (IF) scheme [65] lies in the adoption of redefined collision rates $s_{\star}^{-}$and $s_{\star}^{+}$to operate in the LBMTRT scheme, Eq. (2). The reason to have, at least, two independent collision rates will be shown below; this requirement makes the LBMBGK model unable to handle the IF scheme. The redefined collision rates $s_{\star}^{-}$and $s_{\star}^{+}$, or more conveniently $\Lambda_{\star}^{-}=\left(\frac{1}{s_{\star}^{-}}-\frac{1}{2}\right), \Lambda_{\star}^{+}=\left(\frac{1}{s_{\star}^{+}}-\frac{1}{2}\right)$ and $\Lambda_{\star}=\Lambda_{\star}^{+} \Lambda_{\star}^{-}$are determined through the following idea. We start by writing Eq. (21) with the re-defined collision rates, $\Lambda_{\star}^{ \pm}$and $\Lambda_{\star}$, so that:
$\left(1-\omega_{0}\right) \Lambda_{\star}^{-} \frac{\Delta x^{2}}{\Delta t} \frac{\phi_{j-1}-2 \phi_{j}+\phi_{j+1}}{\Delta x^{2}}-\kappa \phi_{j}+\mathcal{M}$
$+\left(\omega_{0} \Lambda_{\star}-\frac{1}{4}\right) \Delta x^{2} \kappa \frac{\phi_{j-1}-2 \phi_{j}+\phi_{j+1}}{\Delta x^{2}}=0$.
Then, we seek to establish a relationship between these redefined collision rates $\Lambda_{\star}^{ \pm}$and the original ones $\Lambda^{ \pm}$. This is found through the requisite that the overall coefficients pre-multiplying the Laplacian terms in Eq. (25) have to collectively match the physical diffusive coefficient $\mathcal{D}=\left(1-\omega_{0}\right) \Lambda^{-} \frac{\Delta x^{2}}{\Delta t}$, Eq. (9), that is:
$\mathcal{D}=\left(1-\omega_{0}\right) \Lambda_{\star}^{-} \frac{\Delta x^{2}}{\Delta t}+\left[\left(1-\omega_{0}\right) \omega_{0} \frac{\Lambda_{\star}^{-} \Lambda}{\mathcal{D}} \frac{\Delta x^{2}}{\Delta t}-\frac{1}{4}\right] \Delta x^{2} \kappa$.
By solving Eq. (26) for $\Lambda_{\star}^{-}$, under the assumption that $\Lambda^{+}=\Lambda_{\star}^{+}=$ $\left(1-\omega_{0}\right) \frac{\Lambda}{\mathcal{D}} \frac{\Delta x^{2}}{\Delta t}$, one obtains:

$$
\begin{align*}
\Lambda_{\star}^{-} & =\frac{\left(4 \mathcal{D}+\Delta x^{2} \kappa\right)}{4\left(1-\omega_{0}\right)\left(\mathcal{D}+\omega_{0} \Lambda \Delta x^{2} \kappa\right)} \frac{\Delta t}{\Delta x^{2}} \mathcal{D} \\
& =\frac{\left(4+\mathrm{Da}_{g}\right)}{4\left(1-\omega_{0}\right)\left(1+\omega_{0} \Lambda \mathrm{Da}_{g}\right)} \frac{\Delta t}{\Delta x^{2}} \mathcal{D}, \tag{27}
\end{align*}
$$

where $\mathrm{Da}_{g}:=\kappa \Delta x^{2} / \mathcal{D}$. In practice, the anti-symmetric relaxation $\Lambda_{\star}^{-}$ locally adapts its value according to the physical regime parameter dictated by $\mathrm{Da} \propto \mathrm{Da}_{g} N_{x}^{2}$ [2]. Based on Eq. (27), with $\mathcal{D}=\left(1-\omega_{0}\right) \Lambda^{-\frac{\Delta x^{2}}{\Delta t}}$ and $\Lambda^{+}=\Lambda_{\star}^{+}$, it is straightforward deriving $\Lambda_{\star}$, which is given by:

$$
\begin{align*}
\Lambda_{\star} & =\frac{\left(4 \mathcal{D}+\Delta x^{2} \kappa\right)}{4\left(\mathcal{D}+\omega_{0} \Lambda \Delta x^{2} \kappa\right)} \Lambda  \tag{28}\\
& =\frac{\left(4+\mathrm{Da}_{g}\right)}{4\left(1+\omega_{0} \Lambda \mathrm{Da}_{g}\right)} \Lambda
\end{align*}
$$

The LBM-TRT running with $\Lambda_{\star}^{-}$given by Eq. (27) and $\Lambda_{\star}$ given by Eq. (28) recovers an artefact-free difference approximation of the steady reaction-diffusion equation, which reads:
$\mathcal{D} \bar{\Delta}_{x}^{2} \phi_{j}-\kappa \phi_{j}+\mathcal{M}=0$,
and is valid $\forall \Lambda$. Although this IF scheme has been derived for a unidirectional setting, numerical evidence has shown that its main characteristics hold in more complex transport problems [20,76].

Concerning the possible numerical stability impact caused by the shifting of the original relaxation rates $\left\{s^{+}, s^{-}\right\}$to the redefined ones $\left\{s_{\star}^{+}, s_{\star}^{-}\right\}$, this issue will be discussed in Section 4, although we anticipate that, for any Da number, the LBM-TRT is unconditionally stable with both SF and IF schemes.

### 3.2.3. Numerical results of the steady-state limit

This section presents numerical results that illustrate: (i) the negative effect played by the source artefact $\delta$ on the discrete solution and (ii) the visible accuracy improvements offered by the IF scheme. For the purpose of the numerical study, let us re-introduce the grid coordinate system used in Section 3.1, $x_{j}=j \Delta x$, where the index $j$ denotes the grid numbering and $N_{x}+1$ the total number of grid nodes. The spatial discretization locates the grid nodes $x_{j}$ at the edges of computational cells. For a one-dimensional physical domain of size $2 \ell$ the size of the computational domain is $N_{x} \Delta x$, so that the individual cell size (i.e. the grid spacing parameter) is determined by $\Delta x=\frac{2 \ell}{N_{x}}$. Note, the size of the computational cell in LBM is typically defined as $\Delta x=1$ (simulation units).

Bulk Formulation. Consider the LBM-TRT discrete representation of the steady-state limit of Eq. (1) given by Eq. (24). The general steady-state solution to Eq. (24) reads:
$\phi_{j}=\frac{\mathcal{M}}{\kappa}+A_{1} \mathcal{R}^{-x_{j} / \Delta x}+A_{2} \mathcal{R}^{x_{j} / \Delta x}$,
with
$\mathcal{R}=\frac{1}{2}(2+\xi+\sqrt{\xi(4+\xi)}), \quad \xi:=\frac{\mathrm{Da}_{g}}{1+\delta}$,
where $\mathrm{Da}_{g}:=\frac{\kappa \Delta x^{2}}{D}$ and $\delta:=\left(\frac{8 \Lambda-3}{12}\right) \mathrm{Da}_{g}$, as originally defined in Eq. (24).

Boundary Formulation. The unknown constants $\left\{A_{1}, A_{2}\right\}$ in Eq. (30) are determined by the boundary conditions (BCs):
$\phi(x= \pm \ell)=\phi_{0}$.
The LBM prescription of the BCs, set by Eq. (32), recurs to the local second order boundary (LSOB) scheme [77], which was recently revived for fluid flow [78] and advection-diffusion [79] models. The LSOB enforces the macroscopic BCs by explicitly reconstructing the unknown incoming boundary populations based on the following TRT decomposition:

$$
\begin{align*}
f_{\bar{q}}\left(x_{b}, t_{n}+\Delta t\right)= & {\left[e_{q}^{+}-e_{q}^{-}+n_{q}^{+}-n_{q}^{-}+\Delta t\left(1-\frac{s^{+}}{2}\right) M_{q}^{+}\right.} \\
& \left.-\Delta t\left(1-\frac{s^{-}}{2}\right) M_{q}^{-}\right]_{\left(x_{b}, t_{n}\right)} \tag{33}
\end{align*}
$$

where $\mathbf{c}_{\bar{q}}=-\mathbf{c}_{q}, n_{q}^{ \pm}=f_{q}^{ \pm}-e_{q}^{ \pm}$, and the boundary nodes locate at $x_{b}=0$ and $x_{b}=N_{x} \Delta x$. The transcription of Eq. (33) into our problem gets the
following content:
$f_{\bar{q}}\left(x_{b}, t_{n}+\Delta t\right)=\left[\omega_{q} \phi_{0}+n_{q}^{+}-n_{q}^{-}+\Delta t\left(1-\frac{s^{+}}{2}\right) \omega_{q}\left(-\kappa \phi_{0}+\mathcal{M}\right)\right]_{\left(x_{b}, t_{n}\right)}$.

The use of Eq. (34) is local and explicit, given that $n_{q}^{ \pm}$are always available, and most importantly Eq. (34) permits exactly assigning Eq. (32) on the boundary nodes $x_{b}$, similarly to what is done by standard macroscopic (vertex-centred) difference schemes.

Discrete Solution. The substitution of Eq. (32) into Eq. (30) leads to the following exact discrete solution:
$\phi_{j}=\frac{\mathcal{M}}{\kappa}+\left(\phi_{0}-\frac{\mathcal{M}}{\kappa}\right) \frac{\mathcal{R}^{x_{j} / \Delta x}+\mathcal{R}^{N_{x}-x_{j} / \Delta x}}{1+\mathcal{R}^{N_{x}}}$,
with $\mathcal{R}$ given by Eq. (31).
Continuous Solution. The steady-state continuous problem formulates as the steady-state limit of Eq. (1), given by:
$\mathcal{D} \frac{\partial^{2} \phi}{\partial x^{2}}-\kappa \phi+\mathcal{M}=0$.
Eq. (36) subject to the BCs given by Eq. (32) yields the following continuous analytical solution:
$\phi\left(x^{\star}\right)=\frac{\mathcal{M}}{\kappa}+\left(\phi_{0}-\frac{\mathcal{M}}{\kappa}\right) \frac{\cosh \left(x^{\star} \sqrt{\mathrm{Da}}\right)}{\cosh (\sqrt{\mathrm{Da}})}$,
where $x^{\star}:=x / \ell$ and $\mathrm{Da}:=\frac{\kappa \ell^{2}}{\mathcal{D}}$ is the Damköhler number, the physical dimensionless group governing this problem.

With discrete and continuous solutions formulated, let us now focus on their comparison. The numerical solutions are tested considering the following parameters: $\mathcal{M}=0.01, \phi_{0}=0.01, \Delta x=1, N_{x}=10$, hence $\ell=$ $N_{x} \Delta x / 2=5$, and $\Lambda=\left\{\frac{1}{32}, \frac{1}{8}, \frac{3}{8}, \frac{1}{2}\right\}$. Fig. 2 plots the obtained numerical solutions along the three physical regimes $\mathrm{Da}=\{5,25,50\}$. Table 1 quantifies the associated numerical results. The numerical accuracy is defined as:
$\left|L_{2}(\phi)\right|=\sqrt{\sum_{j}\left(\phi_{j}-\phi_{j}^{(\text {analy })}\right)^{2} / \sum_{j}\left(\phi_{j}^{(\text {analy })}\right)^{2}}$
where sums are taken over the full computational domain.
Fig. 2 illustrates that the importance of $\Lambda$ increases with the Da regime, owing to the dominance of the $\delta$ artefact with larger Da values. When $\delta<-1$ the quality of the steady solution deteriorates even further, as it becomes oscillatory due to the effective diffusion coefficient becoming negative. Although the effective diffusion coefficient is negative it is surprising that the numerical scheme still manages to converge to a unique and stable steady solution; the stability analysis presented in Section 4 will explain this result. Finally, it is important to highlight the choice $\Lambda=3 / 8$, which suppresses the $\delta$ artefacts, and consequently produces an optimal accuracy over the full range of Da regimes, as quantified in Table 1. Given that, for the considered setup, the IF scheme, regardless its $\Lambda$ value, is exactly equivalent to the SF scheme with $\Lambda=3 / 8$, these tests provide a convincing proof on the usefulness of the IF scheme for steady-state reaction-diffusion problems. Section 5 will explore the IF scheme idea to time-dependent ones.

## 4. Stability analysis

### 4.1. Introduction

This section aims to prove that the four-level explicit finite difference scheme with a source, given by Eq. (18) with coefficients Eq. (19), is unconditionally stable for any Da number, providing $0<\omega_{0}<1,0<$ $s^{ \pm}<2$ and $\kappa \geq 0$. An important outcome of this study is that, regardless the steady-state effective diffusion coefficient value, dictated by $\omega_{0}$,

 $\Lambda=\left\{\frac{1}{32}, \frac{1}{8}, \frac{3}{8}, \frac{1}{2}\right\}$ considering the physical regimes $\mathrm{Da}=\{5,100,500\}$. Steady-state analytical solution $\phi^{(\text {analy })}$, given by Eq. (37), is represented by the black continuous line.

Table 1
Quantification of discretization parameter $\delta$ [Eq. (24)] and numerical accuracy $\left|L_{2}(\phi)\right|$ [Eq. (38)] for the cases shown in Fig. 2.

|  | $\mathrm{Da}=5$ |  | $\mathrm{Da}=100$ |  | $\mathrm{Da}=500$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\delta$ | $\left\|L_{2}(\phi)\right\|$ | $\delta$ | $\left\|L_{2}(\phi)\right\|$ | $\delta$ | $\left\|L_{2}(\phi)\right\|$ |
| $\Lambda=\frac{1}{2}$ | $\frac{1}{60}$ | 0.0110744 | $\frac{1}{3}$ | 0.0379866 | $\frac{5}{3}$ | 0.0452285 |
| $\Lambda=\frac{3}{8}$ | 0 | 0.00554203 | 0 | 0.0185286 | 0 | 0.0161546 |
| $\Lambda=\frac{1}{8}$ | $-\frac{1}{30}$ | 0.00572059 | $-\frac{2}{3}$ | 0.0316577 | $-\frac{10}{3}$ | 0.0799065 |
| $\Lambda=\frac{1}{32}$ | $-\frac{11}{240}$ | 0.0100138 | $-\frac{11}{12}$ | 0.0569238 | $-\frac{55}{12}$ | 0.156664 |

$s^{ \pm}$and $\kappa$, the LBM-TRT numerical solution will converge towards an unique solution without any restriction between $\Delta t$ and $\Delta x$ steps, which extends the unconditional stability condition already demonstrated for the time-dependent pure diffusion case [72,73,75], and also explains the steady-state results shown in Section 3.2.3 and in previous works [20,53,65].

The stability analysis developed in this section follows the linear von Neumann analysis that provides necessary and sufficient stability limits for periodic solutions of the evolution equation, and necessary conditions for other types of initial-boundary-value problems [80], as wall bounded solutions. While the stability of difference initial- and boundary-value problems can be studied theoretically by a number of methods, such as the method of energy inequalities [81] and the method based on the GKS-theory [82], this kind of theoretical study is beyond the scope of this work. In Section 6, this task will be verified through numerical tests. Without loss of generality, let us neglect the constant source $\mathcal{M}$ (for studies where this parameter is considered see [83-85]) and replace $\phi_{j}^{n}$ in Eq. (11) by the distribution function $f_{q, j}^{n}$ through Eq. (8), and then take the discrete Fourier transform of $f_{q, j}^{q_{j, j}^{n}}$ in Eq. (11), which results in the following matrix equation:
$\widehat{U}_{j}^{n+1}=\mathbf{G}\left(\theta, \omega_{0}, s^{-}, s^{+}, \kappa\right) \widehat{U}_{j}^{n}$
where $\hat{U}_{j}^{n}$ is the discrete Fourier transform of $f_{q, j}^{n}(q=-1,0,1)$ and $\mathbf{G}$ is the amplification matrix of the scheme, given by
$\mathbf{G}=\left[\begin{array}{ccc}\left(1-\frac{s^{-}}{2}-\mathcal{G}_{1}\right) \exp ^{i \theta} & \left(\frac{s^{+}}{2}-\mathcal{G}_{1}\right) \exp ^{i \theta} & \left(\frac{s^{-}}{2}-\mathcal{G}_{1}\right) \exp ^{i \theta} \\ \mathcal{G}_{0} & \mathcal{C}_{0}-s^{+}+1 & \mathcal{G}_{0} \\ \left(\frac{s^{-}}{2}-\mathcal{C}_{-1}\right) \exp ^{-i \theta} & \left(\frac{s^{+}}{2}-\mathcal{C}_{-1}\right) \exp ^{-i \theta} & \left(1-\frac{s^{-}}{2}-\mathcal{C}_{-1}\right) \exp ^{-i \theta}\end{array}\right]$
where $-\pi \leq \theta \leq \pi$ and
$\mathcal{C}_{1}=\mathcal{G}_{-1}=\frac{2}{2+\kappa \Delta t}\left(\frac{\omega_{0} s^{+}}{2}+\kappa \Delta t\left(\frac{1-\omega_{0}}{2}+\frac{\omega_{0} s^{+}}{4}\right)\right)$,
$\mathcal{G}_{0}=\frac{2}{2+\kappa \Delta t}\left(\omega_{0} s^{+}-\kappa \Delta t \omega_{0}\left(1-\frac{s^{+}}{2}\right)\right)$.
It should be noted that, alternatively to the process that derived Eq. (40), we can directly take the Fourier transform of the multilevel finite difference scheme described by Eq. (18), with coefficients represented by Eq. (19), so that the alternative transformation $\hat{U}_{j}^{n+1}=$ $\mathbf{H} \hat{U}_{j}^{n}$ takes the following amplification matrix:
$\mathbf{H}=\left[\begin{array}{ccc}2 \alpha_{1} \cos \theta+\alpha_{2} & 2 \beta_{1} \cos \theta+\beta_{2} & \gamma \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right]$
Both amplification matrices, $\mathbf{G}$ and $\mathbf{H}$, lead to the same characteristic polynomial, given by:
$p(z)=\lambda^{3}+p_{2} \lambda^{2}+p_{1} \lambda+p_{0}$
with coefficients

$$
\begin{align*}
p_{0}= & -\frac{2}{2+\kappa \Delta t}\left[\left(s^{-}-1\right)\left(s^{+}-1\right)-\kappa \Delta t\left(s^{-}-1\right)\left(s^{+}-1\right)\right]  \tag{42}\\
p_{1}= & -\frac{2}{2+\kappa \Delta t}\left[2\left(\frac{\omega_{0} s^{-} s^{+}}{2}-\frac{\omega_{0} s^{+}}{2}-\frac{s^{-} s^{+}}{2}+s^{+}+\frac{s^{-}}{2}-1\right) \cos \theta\right. \\
& -2 \kappa \Delta t\left(-\frac{\omega_{0} s^{-} s^{+}}{4}+\frac{\omega_{0} s^{+}}{4}+\frac{\omega_{0} s^{-}}{2}+\frac{s^{+} s^{-}}{4}-\frac{s^{-}}{4}-\frac{\omega_{0}}{2}\right) \cos \theta  \tag{43}\\
& +\left(-\omega_{0} s^{-} s^{+}+\omega_{0} s^{+}+s^{-}-1\right) \\
& \left.-\kappa \Delta t\left(\frac{\omega_{0} s^{-} s^{+}}{2}-\frac{\omega_{0} s^{+}}{2}-\omega_{0} s^{-}+\frac{s^{-}}{2}+\omega_{0}-\frac{1}{2}\right)\right] \\
p_{2}= & -\frac{2}{2+\kappa \Delta t}\left[2\left(1-\frac{s^{-}}{2}-\frac{\omega_{0} s^{+}}{2}\right) \cos \theta-2 \kappa \Delta t\left(\frac{\omega_{0} s^{+}}{4}+\frac{s^{-}}{4}-\frac{\omega_{0}}{2}\right) \cos \theta\right. \\
& \left.+\left(\omega_{0} s^{+}-s^{+}+1\right)-\kappa \Delta t\left(-\frac{\omega_{0} s^{+}}{2}+\frac{s^{+}}{2}+\omega_{0}-\frac{1}{2}\right)\right] . \tag{44}
\end{align*}
$$

Next, we will show that the roots of the characteristic polynomial $p(\lambda)$ expressed by $\lambda_{k}(k=1,2$, and 3$)$ satisfy the condition $\left|\lambda_{k}\right| \leq 1$.

### 4.2. Routh-Hurwitz stability criterion

For the sake of the stability study, we follow [75] and introduce the following linear fractional transformation:
$\lambda=\frac{1+z}{1-z}, \quad z \in \mathbb{C}$,
where the unit circle $|\lambda|=1$ and the field $|\lambda|<1$ are mapped to the imaginary axis $[\operatorname{Re}(z)=0]$ and left-half plane $[\operatorname{Im}(z)<0]$. Here, $\mathbb{C}$, Re and Im express the complex-number field, the real and the imaginary parts of a complex number, respectively. Introducing the
transformation, given by Eq. (45), into $p(z)=\lambda^{3}+p_{2} \lambda^{2}+p_{1} \lambda+p_{0}$, Eq. (41), we obtain:

$$
\begin{align*}
(1-z)^{3} p\left(\frac{1+z}{1-z}\right)= & (1+z)^{3}+p_{2}(1-z)(1+z)^{2}+p_{1}(1-z)^{2}(1+z) \\
& +p_{0}(1-z)^{3} \\
= & \underbrace{\left(1-p_{0}+p_{1}-p_{2}\right)}_{a_{0}} z^{3}+\underbrace{\left(3+3 p_{0}-p_{1}-p_{2}\right)}_{a_{1}} z^{2}  \tag{46}\\
& +\underbrace{\left(3-3 p_{0}-p_{1}+p_{2}\right)}_{a_{2}} z+\underbrace{\left(1+p_{0}+p_{1}+p_{2}\right)}_{a_{3}}
\end{align*}
$$

According to the Routh-Hurwitz stability criterion [86], the roots of the characteristic polynomial $p(\lambda)$ are located in the field $|\lambda|<1$ providing the following conditions are satisfied:

$$
\begin{gather*}
a_{0}=1-p_{0}+p_{1}-p_{2}>0,  \tag{47a}\\
a_{1}=3+3 p_{0}-p_{1}-p_{2}>0,  \tag{47b}\\
a_{2}=3-3 p_{0}-p_{1}+p_{2}>0,  \tag{47c}\\
a_{3}=1+p_{0}+p_{1}+p_{2}>0, \tag{47d}
\end{gather*}
$$

$a_{1} a_{2}-a_{0} a_{3}=1-p_{1}+p_{0} p_{2}-p_{0}^{2}>0$.

By taking the sums of Eqs. (47a) and (47c), and Eqs. (47b) and (47d), we can equivalently rewrite Eq. (47) as [75]

$$
\begin{array}{r}
1-p_{0}+p_{1}-p_{2}>0 \\
1-p_{0}>0 \\
1+p_{0}>0 \\
1+p_{0}+p_{1}+p_{2}>0 \\
1-p_{1}+p_{0} p_{2}-p_{0}^{2}>0 \tag{48e}
\end{array}
$$

Invoking the following conditions: $\cos \theta \neq 1, \kappa \geq 0$, and $0<\omega_{0}<1$ together with $0<s^{ \pm}<2$, let us now prove the five inequalities stated above.

1. Eq. (48a) is proven as:

$$
\begin{align*}
1-p_{0}+p_{1} & -p_{2} \\
=\frac{2}{2+\kappa \Delta t}[ & \underbrace{\left(\left(2-s^{-}\right)\left(2-s^{+}\right)(1+\cos \theta)+\omega_{0} s^{-} s^{+}(1-\cos \theta)\right)}_{>0} \\
& +\kappa \frac{\Delta t}{2} \underbrace{\left(\left(1-w_{0}\right) s^{-}\left(2-s^{+}\right)(1+\cos \theta)\right)}_{>0}]>0 \tag{49}
\end{align*}
$$

2. Eq. (48b) is proven as:

$$
\begin{aligned}
1-p_{0} & =\frac{2}{2+\kappa \Delta t}[\underbrace{\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0} \\
& +\kappa \frac{\Delta t}{2} \underbrace{\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}
\end{aligned}>0
$$

3. Eq. (48c) is proven as:

$$
\begin{align*}
1+p_{0} & =\frac{2}{2+\kappa \Delta t}[\underbrace{\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}  \tag{51}\\
& +\kappa \frac{\Delta t}{2} \underbrace{\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}
\end{align*}>0
$$

4. Eq. (48d) is proven as:

$$
\begin{align*}
& 1+p_{0}+p_{1}+p_{2}=\frac{2}{2+\kappa \Delta t}[\underbrace{\left(\left(1-w_{0}\right)\left(2-s^{-}\right) s^{+}(1-\cos \theta)\right)}_{>0} \\
& +\kappa \frac{\Delta t}{2} \underbrace{\left(\left(s^{-} s^{+}\right)(1+\cos \theta)+\omega_{0}\left(2-s^{-}\right)\left(2-s^{+}\right)(1-\cos \theta)\right)}_{>0}]>0 \tag{52}
\end{align*}
$$

5. Eq. (48e) is slightly more evolving to prove; its proof goes as follows:

$$
\begin{align*}
1-p_{1}+p_{0} p_{2}-p_{0}^{2}=\frac{4}{(2+\kappa \Delta t)^{2}}\left[\left(\mathcal{A}_{1}(1\right.\right. & \left.-\cos \theta)+\mathcal{B}_{1}\right) \\
& +\kappa \frac{\Delta t}{2}\left(\mathcal{A}_{2}(1-\cos \theta)+\mathcal{B}_{2}\right) \\
& \left.+\kappa^{2} \frac{\Delta t^{2}}{4}\left(\mathcal{A}_{3}(1-\cos \theta)+\mathcal{B}_{3}\right)\right] \tag{53}
\end{align*}
$$

with coefficients

$$
\begin{align*}
& \mathcal{A}_{1}=s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)+\omega_{0} s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)  \tag{54a}\\
& \mathcal{B}_{1}=s^{-} s^{+}\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)  \tag{54b}\\
& \mathcal{A}_{2}=4\left(1-\omega_{0}\right)\left(1-s^{-}\right)\left(1-s^{+}\right)  \tag{54c}\\
& \mathcal{B}_{2}=2\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)^{2}  \tag{54d}\\
& \mathcal{A}_{3}=-\left(s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)+\omega_{0} s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)\right)  \tag{54e}\\
& \mathcal{B}_{3}=\left(2-s^{-}\right)\left(2-s^{+}\right)\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right) \tag{54f}
\end{align*}
$$

Now, let us look at Eq. (53) under the following conditions:
(i) If $0<s^{-} \leq 1$ and $0<s^{+} \leq 1$ then:

$$
\begin{aligned}
& \mathcal{A}_{1}=\underbrace{s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)}_{\geq 0}+\underbrace{\omega_{0} s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)}_{\geq 0} \geq 0 \\
& \mathcal{B}_{1}=s^{-} s^{+}\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)>0 \\
& \mathcal{A}_{1}(1-\cos \theta)+\mathcal{B}_{1}>0 \\
& \mathcal{A}_{2}(1-\cos \theta)+\mathcal{B}_{2}=\underbrace{4\left(1-\omega_{0}\right)\left(1-s^{-}\right)\left(1-s^{+}\right)(1-\cos \theta)}_{\geq 0} \\
& +2 \underbrace{\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)^{2}}_{>0}>0
\end{aligned}
$$

$$
\begin{aligned}
\mathcal{A}_{3}(1-\cos \theta)+\mathcal{B}_{3} & >-2\left(s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)\right. \\
+ & \left.s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)\right)+\mathcal{B}_{3}
\end{aligned}
$$

$$
=s^{-} s^{+} \underbrace{\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}>0
$$

(ii) If $0<s^{-} \leq 1$ and $1<s^{+}<2$ then:

$$
\begin{aligned}
& \mathcal{A}_{1}=s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)+\underbrace{\omega_{0} s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)}_{\geq 0} \\
& \geq s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right) \\
& \mathcal{A}_{1}(1-\cos \theta)+\mathcal{B}_{1} \geq 2 s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)+\mathcal{B}_{1} \\
& =\underbrace{s^{-}\left(2-s^{+}\right)\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}>0
\end{aligned}
$$

$$
\begin{aligned}
\mathcal{A}_{2}(1-\cos \theta)+\mathcal{B}_{2} & >8\left(1-s^{-}\right)\left(1-s^{+}\right)+\mathcal{B}_{2} \\
& =2 \underbrace{\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)^{2}}_{>0}>0
\end{aligned}
$$

$$
\begin{aligned}
\mathcal{A}_{3}(1-\cos \theta)+\mathcal{B}_{3} & >-2\left(s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)\right)+\mathcal{B}_{3} \\
& =s^{-}\left(2-s^{+}\right) \underbrace{\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}>0
\end{aligned}
$$

(iii) If $1<s^{-}<2$ and $0<s^{+} \leq 1$ then:

$$
\begin{aligned}
& \mathcal{A}_{1}=\underbrace{s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)}_{>0}+\omega_{0} s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right) \\
& \geq \omega_{0}^{\omega_{0}\left(1-s^{-}\right)\left(2-s^{+}\right)>s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)} \\
& \mathcal{A}_{1}(1-\cos \theta)+\mathcal{B}_{1}>s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)+\mathcal{B}_{1} \\
& =\underbrace{s^{+}\left(2-s^{-}\right)\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}>0 \\
& \underbrace{\mathcal{A}_{2}(1-\cos \theta)+\mathcal{B}_{2}}_{>0} \gg 8\left(1-s^{-}\right)\left(1-s^{+}\right)+\mathcal{B}_{2} \\
& =2 \underbrace{\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)^{2}}_{>0}>0 \\
&
\end{aligned} \begin{array}{r}
\underbrace{+}\left(2-s^{-}\right) \underbrace{\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}>0
\end{array}
$$

(iv) If $1<s^{-}<2$ and $1<s^{+}<2$ then:

$$
\begin{aligned}
& \mathcal{A}_{1}=s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)+\omega_{0} s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right) \\
& >\underbrace{s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)+s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)}_{=\mathcal{C}_{1}} \\
& \mathcal{A}_{1}(1-\cos \theta)+\mathcal{B}_{1}>2 \mathcal{A}_{1}+\mathcal{B}_{1}>2 \mathcal{C}_{1}+\mathcal{B}_{1} \\
& =\underbrace{\left(2-s^{-}\right)\left(2-s^{+}\right)\left(1+\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}>0 \\
& +2 \underbrace{\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)^{2}}_{>0}>0
\end{aligned}
$$

$$
\mathcal{A}_{3}(1-\cos \theta)+\mathcal{B}_{3}>-2\left(s^{-}\left(2-s^{-}\right)\left(1-s^{+}\right)\right.
$$

$$
\begin{aligned}
& \left.+s^{+}\left(1-s^{-}\right)\left(2-s^{+}\right)\right)+\mathcal{B}_{3} \\
& =s^{-} s^{+} \underbrace{\left(1-\left(1-s^{-}\right)\left(1-s^{+}\right)\right)}_{>0}>0
\end{aligned}
$$

The ensemble of results (i)-(iv) proves Eq. (48e).
Overall, the proofs presented in Eqs. (48a), (48b), (48c), (48d) and (48e) establish that the roots of Eq. (46), or equivalently of Eq. (41), are located in the field $|\lambda|<1$ under the condition of $\cos \theta \neq 1$.

As for the remaining condition, $\cos \theta=1$, it can be established in many ways. For example, the reductive approach [87] may be followed, as proposed in the work [75] or, perhaps even simpler, one may treat this singular case, $\cos \theta=1$, by realizing that the roots of the characteristic polynomial $p(\lambda)$ are continuous functions of $\cos \theta$ and, therefore, they must satisfy the condition $\left|\lambda_{k}\right|<1$ for $k=1,2$, and 3 also in this case.

From the above exposed, this analysis proves that the roots of the characteristic polynomial, as defined in Eq. (46), satisfy the condition $\left|\lambda_{k}\right|<1$ for $k=1,2$, and 3, implying that the LBM-TRT scheme, Eq. (2), with a source, $\kappa \geq 0$, is unconditionally stable for $0<\omega_{0}<1$ and $0<s^{ \pm}<2$. This is a valuable asset of the LBM-TRT scheme as, generally, explicit numerical schemes tend to be conditionally stable only.

## 5. Accuracy analysis

This section undertakes an accuracy analysis of the four-level finite difference scheme derived in Eq. (17). The goal of this analysis is twofold: (i) to reveal the structure of the leading order truncation errors of the LBM-TRT scheme with a source, Section 5.1, and (ii) to develop strategies that are capable of improving the numerical scheme accuracy, Section 5.2.

### 5.1. Standard source (SF)

Consider the Taylor series of $\phi$ about the position $x_{j}=j \Delta x$ and time $t_{n}=n \Delta t$, defined as follows:

$$
\begin{align*}
\phi\left(x_{j}+k \Delta x, t_{n}+m \Delta t\right) & =\phi\left(x_{j}, t_{n}\right) \\
& +\left.\sum_{r=1}^{o} \frac{1}{r!} \sum_{s=0}^{r}\binom{r}{s}(k \Delta x)^{s}(m \Delta t)^{s-r} \frac{\partial^{r} \phi}{\partial x^{r}}\right|_{\left(x_{j}, t_{n}\right)} \tag{55}
\end{align*}
$$

where $\binom{r}{s}=\frac{r!}{(r-s)!s!}$ is the binomial coefficient.
Applying Eq. (55), up to fourth order ( $o=4$ ), over each term in Eq. (18), and then collecting the coefficients of common terms, we arrive at the following equation:

$$
\begin{align*}
\left(1+2 \beta_{1}+\beta_{2}+2 \gamma\right) \Delta t\left[\frac{\partial \phi}{\partial t}\right]_{j}^{n}= & \left(-1+2 \alpha_{1}+\alpha_{2}+2 \beta_{1}+\beta_{2}+\gamma\right) \phi_{j}^{n} \\
& +\left(\alpha_{1}+\beta_{1}\right) \Delta x^{2}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}+\zeta \mathcal{M} \\
& +\left(\alpha_{1}+\beta_{1}\right) \frac{\Delta x^{4}}{12}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n} \\
& -\beta_{1} \Delta x^{2} \Delta t\left[\frac{\partial^{3} \phi}{\partial x^{2} \partial t}\right]_{j}^{n} \\
& +\left(-1+2 \beta_{1}+\beta_{2}+4 \gamma\right) \frac{\Delta t^{2}}{2}\left[\frac{\partial^{2} \phi}{\partial t^{2}}\right]_{j}^{n} \\
& +\cdots \tag{56}
\end{align*}
$$

Explicitly, substituting the content of the coefficients, given by Eq. (20), into Eq. (56), then multiplying each term by $\left(1+\kappa \frac{\Delta t}{2}\right) /\left(s^{+} s^{-}\right)$and
finally taking into account that $\mathcal{D}=\left(1-\omega_{0}\right) \Lambda^{-} \frac{\Delta x^{2}}{\Delta t}$, it results in the following equation:

$$
\begin{align*}
{\left[\frac{\partial \phi}{\partial t}\right]_{j}^{n}=} & \mathcal{D}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}-\kappa \phi_{j}^{n}+\mathcal{M} \\
& -\kappa\left(\Lambda^{+}+\Lambda^{-}-\frac{1}{2}\right) \Delta t\left[\frac{\partial \phi}{\partial t}\right]_{j}^{n} \\
& +\kappa\left(\Lambda-\frac{1}{4}-\left(1-\omega_{0}\right) \Lambda\right) \Delta x^{2}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n} \\
& +\frac{1}{12} \mathcal{D} \Delta x^{2}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n}+\underbrace{\frac{1}{12} \kappa\left(\Lambda-\frac{1}{4}-\left(1-\omega_{0}\right) \Lambda\right) \Delta x^{4}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n}}_{\mathcal{O}\left(\Delta x^{4}\right) \text { is higher order }} \\
& +\underbrace{\left(\Lambda-\frac{1}{4}-\left(1-\omega_{0}\right)\left(\frac{\Lambda^{-}}{2}-\frac{1}{4}\right)\right) \Delta x^{2}\left[\frac{\partial^{3} \phi}{\partial x^{2} \partial t}\right]_{j}^{n}}_{\mathcal{O}\left(\Delta t \Delta x^{2}\right) \text { is higher order }} \\
& -\underbrace{\frac{1}{2} \kappa\left(\Lambda-\frac{1}{4}-\left(1-\omega_{0}\right)\left(\Lambda-\frac{\Lambda^{+}}{2}\right)\right) \Delta t \Delta x^{2}\left[\frac{\partial^{3} \phi}{\partial x^{2} \partial t}\right]_{j}^{n}}_{\mathcal{O}\left(\Delta t^{2}\right) \text { is higher order }} \\
& -\underbrace{\left(\Lambda^{+}+\Lambda^{-}-\frac{1}{2}\right) \Delta t\left[\frac{\partial^{2} \phi}{\partial t^{2}}\right]_{j}^{n}} \\
& -\underbrace{\left(\Lambda-\frac{\Lambda^{+}+\Lambda^{-}}{2}+\frac{1}{2}\right) \Delta t^{2}\left[\frac{\partial^{2} \phi}{\partial t^{2}}\right]_{j}^{n}}+\cdots \tag{57}
\end{align*}
$$

In the equation above, the diffusive scaling relationship $\Delta t \propto \Delta x^{2}$ is used to identify the higher order terms.

Now, let us invoke the target differential equation, Eq. (1), to derive the following relations:

$$
\begin{align*}
& {\left[\frac{\partial \phi}{\partial t}\right]_{j}^{n}=\mathcal{D}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}-\kappa \phi_{j}^{n}+\mathcal{M},} \\
& {\left[\frac{\partial^{2} \phi}{\partial t^{2}}\right]_{j}^{n}=\mathcal{D}^{2}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n}-2 \mathcal{D} \kappa\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}+\kappa^{2} \phi_{j}^{n}-\kappa \mathcal{M},}  \tag{58}\\
& {\left[\frac{\partial^{3} \phi}{\partial x^{2} \partial t}\right]_{j}^{n}=\mathcal{D}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n}-\kappa\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n} .}
\end{align*}
$$

Eqs. (58) enable us to substitute the time derivative terms on the right-hand side of Eq. (57) by equivalent terms only involving spatial derivatives, which leads to:

$$
\begin{align*}
{\left[\frac{\partial \phi}{\partial t}\right]_{j}^{n}=} & \mathcal{D}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}-\kappa \phi_{j}^{n}+\mathcal{M} \\
& -\left(\Lambda^{+}+\Lambda^{-}-\frac{1}{2}\right) \Delta t\left(\mathcal{D} \kappa\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}-\kappa^{2} \phi_{j}^{n}+\kappa \Delta t\right) \\
& +\left(\Lambda-\frac{1}{4}-\left(1-\omega_{0}\right) \Lambda\right) \Delta x^{2} \kappa\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}+\frac{1}{12} \Delta x^{2} \mathcal{D}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n} \\
& +\left(\Lambda-\frac{1}{4}-\left(1-\omega_{0}\right)\left(\frac{\Lambda^{-}}{2}-\frac{1}{4}\right)\right) \\
& \times \Delta x^{2}\left(\mathcal{D}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n}-\kappa\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}\right) \\
& -\left(\Lambda^{+}+\Lambda^{-}-\frac{1}{2}\right) \Delta t\left(\mathcal{D}^{2}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n}-2 \mathcal{D} \kappa\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}\right. \\
& \left.+\kappa^{2} \phi_{j}^{n}-\kappa \Lambda\right)+\cdots \tag{59}
\end{align*}
$$

Finally, by grouping the coefficients of common terms, and considering $\mathcal{D}=\left(1-\omega_{0}\right) \Lambda^{-} \frac{\Delta x^{2}}{\Delta t}$, we can re-write Eq. (59) in the following compact
form:

$$
\begin{align*}
{\left[\frac{\partial \phi}{\partial t}\right]_{j}^{n}=} & \mathcal{D}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}-\kappa \phi_{j}^{n}+\mathcal{M} \\
& +\left[\left(\Lambda-\frac{1}{6}\right)-\left(1-\omega_{0}\right)\left(\Lambda^{-2}+\Lambda-\frac{1}{4}\right)\right] \mathcal{D} \Delta x^{2}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n}  \tag{60}\\
& +\left(1-\omega_{0}\right)\left(\Lambda^{-2}-\frac{1}{4}\right) \kappa \Delta x^{2}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}+\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)
\end{align*}
$$

It is interesting to note that the coefficient of the leading order diffusion correction in Eq. (60) matches that derived in previous works with the TRT [47], MRT [75] or BGK [73] schemes, after doing the required adjustments.

Eq. (60) indicates that, upon fixating the diffusion coefficient $\mathcal{D}$ (or its discrete counterpart $\epsilon=\mathcal{D} \frac{\Delta t}{\Delta x^{2}}$ ) and the source term coefficient $\kappa$, the LBM-TRT scheme with the source term modelled via the SF scheme is first-order accurate in time and second-order accurate in space $\mathcal{O}\left(\Delta t, \Delta x^{2}\right)$. This is the traditional accuracy of LBM. Second-order accuracy in time and fourth-order accuracy in space $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ can be achieved through the canceling of the second-order truncation errors in Eq. (60), a condition set by the following system of equations:

$$
\left\{\begin{array}{l}
\epsilon=\left(1-\omega_{0}\right) \Lambda^{-}  \tag{61}\\
\left(\Lambda-\frac{1}{6}\right)-\left(1-\omega_{0}\right)\left(\Lambda^{-^{2}}+\Lambda-\frac{1}{4}\right)=0 \\
\left(1-\omega_{0}\right)\left(\Lambda^{-^{2}}-\frac{1}{4}\right)=0
\end{array}\right.
$$

The solution of Eq. (61) is given below and is also plotted in Fig. 3.
$\left\{\begin{array}{l}\omega_{0}=1-2 \epsilon \\ \Lambda^{-}=\frac{1}{2} \\ \Lambda^{+}=\frac{1}{3(1-2 \epsilon)}\end{array} \Longrightarrow\left\{\begin{array}{l}\omega_{0}=1-2 \epsilon \\ s^{-}=1 \\ s^{+}=\frac{6-12 \epsilon}{5-6 \epsilon}\end{array}\right.\right.$
In conclusion, giving $\epsilon$, the improvement of the SF scheme accuracy to $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ requires assigning the three free parameters $\omega_{0}, s^{-}$and $s^{+}$ to the specific values dictated by Eq. (62), which sets a huge constraint on the scheme flexibility.

### 5.2. Improved source (IF)

In order to improve the scheme accuracy, without compromising its flexibility as happening with the SF scheme, let us adapt the IF original idea [65] and re-write the LBM-TRT algorithm assuming it runs with the re-defined relaxation parameters $\left\{s_{\star}^{+}, s_{\star}^{-}\right\}$or equivalently $\Lambda_{\star}^{ \pm}=\left(\frac{1}{s_{\star}^{ \pm}}-\frac{1}{2}\right)$. By repeating the procedure summarized in Section 5.1, we arrive at:

$$
\begin{align*}
{\left[\frac{\partial \phi}{\partial t}\right]_{j}^{n}=} & \left(1-\omega_{0}\right) \Lambda_{\star}^{-} \frac{\Delta x^{2}}{\Delta t}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}-\kappa \phi_{j}^{n}+\mathcal{M} \\
& +\left[\left(\Lambda_{\star}-\frac{1}{6}\right)-\left(1-\omega_{0}\right)\left(\Lambda_{\star}^{-2}+\Lambda_{\star}-\frac{1}{4}\right)\right] \mathcal{D} \Delta x^{2}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n}  \tag{63}\\
& +\left(1-\omega_{0}\right)\left(\Lambda_{\star}^{-2}-\frac{1}{4}\right) \kappa \Delta x^{2}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n}+\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)
\end{align*}
$$

Contrary to the steady-state case presented in Section 3.2.2, the timedependent IF procedure developed below will be focused on the secondorder derivative terms, requiring their coefficients to satisfy the following condition:
$\mathcal{D}=\left(1-\omega_{0}\right) \Lambda_{\star}^{-} \frac{\Delta x^{2}}{\Delta t}+\left(1-\omega_{0}\right)\left(\Lambda_{\star}^{\nearrow^{2}}-\frac{1}{4}\right) \kappa \Delta x^{2}$,
where the effective diffusion coefficient $\mathcal{D}$ remains determined by the original $s^{-}$relaxation rate as $\mathcal{D}=\left(1-\omega_{0}\right) \Lambda^{-} \frac{\Delta x^{2}}{\Delta t}$. By solving Eq. (64) for $\Lambda_{\star}^{-}$, the only meaningful solution is:
$\Lambda_{\star}^{-}=-\frac{1}{2 \kappa \Delta t}+\sqrt{\frac{1}{4}+\frac{1}{4 \kappa^{2} \Delta t^{2}}+\frac{D}{\left(1-\omega_{0}\right) \kappa \Delta x^{2}}}$,


Fig. 3. Values of $\omega_{0}, s^{-}$and $s^{+}$as function of $\epsilon$, which guarantee the $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accuracy in the SF scheme.
and, by keeping up with the original IF model philosophy, the even relaxation parameter $\Lambda_{\star}^{+}$remains given by:
$\Lambda_{\star}^{+}=\Lambda^{+}$.
At this point, it is worth mentioning that a truncation error analysis developed to improve the scheme accuracy, similarly to what was done for the original relaxation rates in Section 5.1, becomes significantly more cumbersome as it will require solving a system of non-linear equations that is strongly dependent on $\kappa$, meaning that a new solution must be determined each time the physical regime Da and/or the grid resolution $N_{x}$ varies. On this basis, the gains in numerical accuracy may not pay off the added implementation complexity and computational strain. Fortunately, a simplification is possible that does not compromise these assets, while holding the intended level of accuracy. Through a careful inspection of the order of magnitude terms in Eq. (64), it is found that original and re-defined relaxation parameters relate as:
$\Lambda^{-}=\Lambda_{\star}^{-}+\mathcal{O}\left(\Delta x^{2}\right)$.
By exploring Eq. (67) it is possible to devise strategies that improve the scheme accuracy while holding the leading order diffusion correction term controlled by the original relaxations parameters $\Lambda^{ \pm}$(instead of the new ones $\Lambda_{\star}^{ \pm}$, which are Da dependent). Thus, within the intended order of approximation, the following equation is valid:

$$
\begin{align*}
{\left[\frac{\partial \phi}{\partial t}\right]_{j}^{n}=} & \underbrace{\left(\left(1-\omega_{0}\right) \Lambda_{\star}^{-} \frac{\Delta x^{2}}{\Delta t}+\left(1-\omega_{0}\right)\left(\Lambda_{\star}^{-2}-\frac{1}{4}\right) \kappa \Delta x^{2}\right)}_{=\mathcal{D}}\left[\frac{\partial^{2} \phi}{\partial x^{2}}\right]_{j}^{n} \\
& -\kappa \phi_{j}^{n}+\mathcal{M}  \tag{68}\\
& +\left[\left(\Lambda-\frac{1}{6}\right)-\left(1-\omega_{0}\right)\left(\Lambda^{-^{2}}+\Lambda-\frac{1}{4}\right)\right] \mathcal{D} \Delta x^{2}\left[\frac{\partial^{4} \phi}{\partial x^{4}}\right]_{j}^{n} \\
& +\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)
\end{align*}
$$

Eq. (68) indicates that the IF model reaches the $\mathcal{O}\left(\Delta x^{4}, \Delta t^{2}\right)$ accuracy under the following conditions:
$\left\{\begin{array}{l}\epsilon=\left(1-\omega_{0}\right) \Lambda^{-}, \\ \left(\Lambda-\frac{1}{6}\right)-\left(1-\omega_{0}\right)\left(\Lambda^{-^{2}}+\Lambda-\frac{1}{4}\right)=0 .\end{array}\right.$
Compared to the SF model, Eq. (61), where to reach the $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accuracy it requires fixing all three free parameters $\omega_{0}, \Lambda^{-}$and $\Lambda^{+}$, the IF scheme, Eq. (69), releases this constraint only requiring two conditions. Thus, it liberates one free parameter to improve other features of the numerical scheme, such as attempting the support of higher orders of accuracy [47,75] or removing possible discrete effects on the boundary conditions [39].

To conclude, it is important to demonstrate that the IF scheme preserves the unconditional stability of the SF scheme, proved in Section 4. As starting point, let us note that the IF scheme only differs from
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Fig. 4. Benchmark 1. Time decaying unbounded wave with $t^{\star}=0.05, \mathcal{D}=0.1, N_{x}=10$, $\Delta x=1, \ell=N_{x} \Delta x / 2=5$. Continuous lines depict the analytical solutions, given by Eq. (72). Markers indicate the nodal values obtained with SF scheme, using $s^{-}=1$ and $s^{+}=42 / 41$.
the SF in the anti-symmetric relaxation mode $\Lambda_{\star}^{-}$. Hence, the stability results put forward in Section 4 hold valid providing one can prove that $\Lambda_{\star}^{-}>0$, within the parameter space $0<\omega_{0}<1, \kappa \geq 0$ and $\mathcal{D}>0$. Under these conditions, it is evident that $\frac{1}{4}+\frac{\mathcal{D}}{\left(1-\omega_{0}\right) \kappa \Delta x^{2}}>0$, which is sufficient to prove $\sqrt{\frac{1}{4}+\frac{1}{4 \kappa^{2} \Delta t^{2}}+\frac{D}{\left(1-\omega_{0}\right) \kappa \Delta x^{2}}}>\frac{1}{2 \kappa \Delta t}$. Then, according to Eq. (65), it follows that the previous inequality is synonymous to $\Lambda_{\star}^{-}>0$ for $\kappa>0$. The limit $\kappa=0$ recovers $\Lambda_{\star}^{-}=\Lambda^{-}$. These analyses establish the IF scheme as unconditionally stable.

## 6. Numerical tests

This section focuses on the numerical accuracy of SF and IF schemes to solve Eq. (1) under different initial and boundary conditions. Table 2 summarizes the main characteristics of the benchmark tests considered here. Their solutions will be presented in terms of the two non-dimensional governing parameters:
(1) Damköhler number: $\mathrm{Da}=\frac{\kappa \ell^{2}}{\mathcal{D}}$,
(2) Fourier number: Fo $=\frac{t \mathcal{D}}{\ell^{2}}=t^{\star}$,
and the spatial coordinate $x \in[-\ell, \ell]$ is rescaled in non-dimensional form as $x^{\star}=\frac{x}{\ell} \in[-1,1]$.

The numerical implementation is based on Eq. (18) with coefficients given by Eq. (19). Since the solver consists of a four-level difference scheme, its complete initialization requires the initial values of $\phi$ at
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the first three time levels. They are prescribed here recurring to the analytical solutions, which are provided below for each case considered, although they could be also determined numerically, through an auxiliary numerical scheme. As for the spatial discretization, computational nodes are set at the edges of computational cells $x_{j}=j \Delta x$ with $j=0, \ldots, N_{x}$, and boundary conditions are prescribed at the end points of the computational domain, $x_{0}=0$ and $x_{N_{x}}=N_{x} \Delta x$. The spatial and temporal discretization steps are defined as $\Delta x=2 \ell / N_{x}$ and $\Delta t=\Delta x^{2}$, respectively.

This finite-difference based implementation described above is equivalent to the LBM-TRT method implementation, using the LSOB model, given by Eq. (34), as boundary scheme whereas the initialization procedure could use the analytical reconstruction of the LBM-TRT populations for the first three time levels, recurring to, for example, the fourth-order population reconstruction formulas presented in the work [47].

The accuracy of numerical solutions will be determined based on:
$\left|L_{2}(\phi)\right|=\sqrt{\sum_{j}\left(\phi_{j}^{n}-\phi_{j}^{n(\text { analy })}\right)^{2} / \sum_{j}\left(\phi_{j}^{n(\text { analy })}\right)^{2}}$
where sums are taken over the full computational domain at time level $n$, determined as $n=t^{\star} \ell^{2} /(\mathcal{D} \Delta t)=t^{\star} 4 N_{x}^{2} / \epsilon$ where $\ell=N_{x} \Delta x / 2$.

### 6.1. Benchmark 1. Time decaying unbounded concentration wave

Benchmark 1 solves Eq. (1), with $\mathcal{M}=0$, subject to inhomogeneous initial and periodic boundary conditions given by:

$$
\begin{align*}
& \phi\left(-1<x^{\star}<1, t^{\star}=0\right)=\cos \left(\pi x^{\star}\right)+\sin \left(\pi x^{\star}\right),  \tag{71a}\\
& \phi\left(x^{\star}= \pm 1, t^{\star} \geq 0\right)=-\exp \left(-t^{\star}\left(\mathrm{Da}+\pi^{2}\right)\right) . \tag{71b}
\end{align*}
$$

Table 2
Main characteristics of the benchmark tests considered in this study.

|  | Constant mass source | Initial condition | Boundary conditions | Solution |
| :--- | :--- | :--- | :--- | :--- |
| Benchmark 1 | No | Inhomogeneous | Periodic | Eq. (72) |
| Benchmark 2 | No | Inhomogeneous | Homogeneous | Eq. (74) |
| Benchmark 3 | No | Homogeneous | Inhomogeneous | Eq. (76) |
| Benchmark 4 | Yes | Homogeneous | Homogeneous | Eq. (78) |

Benchmark 1 solution is:
$\phi\left(x^{\star}, t^{\star}\right)=\left(\cos \left(\pi x^{\star}\right)+\sin \left(\pi x^{\star}\right)\right) \exp \left(-t^{\star}\left(\mathrm{Da}+\pi^{2}\right)\right)$.
Fig. 4 illustrates the periodic wave solutions $\phi\left(x^{\star}, t^{\star}\right)$, described by Eq. (72), along the reaction-diffusion regimes $\mathrm{Da}=\{5,20,50\}$, fixating $t^{\star}=0.05$. This figure shows the larger is the Da regime, i.e. the larger is the dominance of reaction over diffusion, the faster is the decay of the concentration wave towards a uniform zero state.

Fig. 5 shows the evolution of the SF and IF numerical accuracy with the mesh resolution,for the Da regimes considered in Fig. 4. Fig. 5 plots (a), (c) and (e) consider the relaxation rates $s^{-}=1$ and $s^{+}=42 / 41$, which is the solution of Eq. (62) for $\epsilon=0.1$. This case makes the SF scheme formally $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accurate. With this relaxation choice SF and IF schemes have a similar discretization structure. Fig. 5 plots (b), (d) and (f) consider the relaxation rates $s^{-}=1.1148342422560822$ and $s^{+}=1$, which is the solution of Eq. (69) for $\epsilon=0.1$ that makes the IF scheme formally $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accurate, although it maintains the $\mathcal{O}\left(\Delta t, \Delta x^{2}\right)$ accuracy in the SF scheme. In conclusion, the numerical results here presented confirm the theoretical conclusions, regarding the order of accuracy of each model, for every Da regime and also for every $t^{\star}$, although the dependence on $t^{\star}$ is not discussed in the manuscript.

### 6.2. Benchmark 2. Time decaying bounded concentration wave

Benchmark 2 solves Eq. (1), with $\mathcal{M}=0$, subject to inhomogeneous initial and prescribed homogeneous boundary conditions given by:
$\phi\left(-1<x^{\star}<1, t^{\star}=0\right)=\sin \left(\frac{\pi}{2} x^{\star}\right)$,
$\phi\left(x^{\star}= \pm 1, t^{\star} \geq 0\right)=0$.
Benchmark 2 solution is:
$\phi\left(x^{\star}, t^{\star}\right)=\sin \left(\frac{\pi}{2} x^{\star}\right) \exp \left(-t^{\star}\left(\mathrm{Da}+\frac{\pi^{2}}{4}\right)\right)$.
Fig. 6 illustrates the bounded wave solutions $\phi\left(x^{\star}, t^{\star}\right)$, described by Eq. (74), along the reaction-diffusion regimes $\mathrm{Da}=\{5,20,50\}$, fixating $t^{\star}=0.05$. Once again, the decaying rate towards a uniform zero state is faster the larger is the Da regime.

Fig. 7 shows the evolution of the SF and IF numerical accuracy with the mesh resolution, for the Da regimes considered in Fig. 6. Fig. 7 plots (a), (c) and (e) consider the relaxation rates $s^{-}=1$ and $s^{+}=42 / 41$, which is the solution of Eq. (62) for $\epsilon=0.1$, which makes the SF scheme formally $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accurate and equal to IF. Fig. 7 plots (b), (d) and (f) consider the relaxation rates $s^{-}=$ 1.1148342422560822 and $s^{+}=1$, which is the solution of Eq. (69) for $\epsilon=0.1$, which makes the IF scheme formally $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accurate, although it maintains the $\mathcal{O}\left(\Delta t, \Delta x^{2}\right)$ accuracy in the SF scheme. These conclusions are numerically verified in Fig. 7 for every Da regime (and also for every $t^{\star}$, although not shown here).

### 6.3. Benchmark 3. Time growing concentration towards boundary value

Benchmark 3 solves Eq. (1), with $\mathcal{M}=0$, subject to homogeneous initial and prescribed inhomogeneous boundary conditions given by:
$\phi(-\ell<x<\ell, t=0)=0$,
$\phi(x= \pm \ell, t \geq 0)=\phi_{0}$.


Fig. 6. Benchmark 2. Time decaying bounded wave with $t^{\star}=0.05, \mathcal{D}=0.1, N_{x}=10$, $\Delta x=1, \ell=N_{x} \Delta x / 2=5$. Continuous lines depict the analytical solutions, given by Eq. (74). Markers indicate the nodal values obtained with SF scheme, using $s^{-}=1$ and $s^{+}=42 / 41$.

Benchmark 3 solution is:

$$
\begin{align*}
\phi\left(x^{\star}, t^{\star}\right)=\phi_{0} & {\left[\frac{\cosh \left(x^{\star} \sqrt{\mathrm{Da}}\right)}{\cosh (\sqrt{\mathrm{Da}})}\right.} \\
& -\frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)} \frac{\cos \left(x^{\star} \frac{(2 n+1) \pi}{2}\right)}{\left(1+\frac{4 \mathrm{Da}}{(2 n+1)^{2} \pi^{2}}\right)}  \tag{76}\\
& \left.\times \exp \left(-t^{\star}\left(\mathrm{Da}+\frac{(2 n+1)^{2} \pi^{2}}{4}\right)\right)\right] .
\end{align*}
$$

In this work the infinite series in Eq. (76) is computed with 100 terms.
Fig. 8 illustrates the bounded time growing solutions $\phi\left(x^{\star}, t^{\star}\right)$, described by Eq. (76), along the reaction-diffusion regimes $\mathrm{Da}=$ $\{5,20,50\}$, fixating $t^{\star}=0.05$. Larger Da regimes result in $\phi$ profiles with narrow boundary layers in both transient and steady regimes. The steady solution is $\phi\left(x^{\star}\right)=\phi_{0} \cosh \left(x^{\star} \sqrt{\mathrm{Da}}\right) / \cosh (\sqrt{\mathrm{Da}})$.

Now, let us examine the quality of the numerical solutions supplied by the LBM-TRT with the SF scheme. Fig. 9 compares this scheme for two mesh resolutions $N_{x}=10$ and $N_{x}=20$ versus the analytical solution, given by Eq. (76), taking $\mathrm{Da}=500$ (i.e. the $\phi$ profile with very steep boundary layers) and $t^{\star}=0.05$. Owing to the very sharp gradients near boundaries, a spatial resolution of $N_{x}=10$ inevitably places all grid nodes outside the boundary layers. Thus, it not possible to explicitly resolve these features with this grid resolution. To make matters worse, the source discretization artefact also comes into play with a very high magnitude, in this case, which causes the overshoots in the solution profile an undesirable artefact. The traditional way to clean these defects is to increase the grid resolution. For example, doubling the grid resolution to $N_{x}=20$ significantly improves the solution quality, but at the obvious cost of a higher computational overhead,
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which for large scale problem may not be feasible. For that reason, the IF scheme is worth exploration, a task that will be pursued next.

To investigate the performance of the IF scheme, let us consider both the original steady IF formulation, given by Eq. (27), and the new transient one, given by Eq. (65). Fig. 10 compares the quality of numerical solutions, given by SF, IF [Unsteady] and IF [Steady] schemes, versus the analytical solution, given by Eq. (76), taking $\mathrm{Da}=$ 500 and $t^{\star}=0.05$ as in the previous case. Although the problem is timedependent, let us assume the steady-state formula, given by Eq. (24), is valid, which implies that the diffusion coefficient correction is $\delta=$ -2.35337 . Under these circumstances, the effective diffusion coefficient becomes negative, which explains the overshoots in the SF profiles, as already pointed out in Fig. 9. Alternatively, the IF scheme (with both unsteady and steady formulations) manages to mitigate these overshoots in the solution. Nonetheless, during the transient stage of the solution, the IF [Unsteady] scheme, given by Eq. (65), substantially
improves the quality and the accuracy of the solution, see caption in Fig. 10. In fact, the IF [Unsteady] with $N_{x}=10$ is even more accurate than the SF with $N_{x}=20$, i.e. using twice the grid resolution. For that reason, the IF scheme, in its unsteady formulation, seems the preferred choice, which supports the theoretical analysis. On this basis, only the IF [Unsteady] scheme will be considered in the mesh refinement analysis discussed next.

Concerning the accuracy supported by the two source implementations considered here, Fig. 11 shows the evolution of the SF and IF numerical error with the mesh resolution for the same Da regimes of Fig. 8. Fig. 7 plots (a), (c) and (e) consider the relaxation rates $s^{-}=1$ and $s^{+}=42 / 41$, which is the solution of Eq. (62) for $\epsilon=0.1$ that makes the SF scheme formally $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accurate. This relaxation choice makes SF and IF schemes to have a similar discretization structure. Fig. 7 plots (b), (d) and (f) consider the relaxation rates $s^{-}=1.1148342422560822$ and $s^{+}=1$, which is the solution of Eq. (69)


Fig. 8. Benchmark 3. Time growing concentration towards boundary value with $t^{\star}=$ $0.05, \mathcal{D}=0.1, N_{x}=10, \Delta x=1, \ell=N_{x} \Delta x / 2=5$ and $\phi_{0}=0.1$. Continuous lines depict the analytical solutions, given by Eq. (76). Markers indicate the nodal values obtained with SF scheme, using $s^{-}=1$ and $s^{+}=42 / 41$.


Fig. 9. Benchmark 3. Time growing concentration towards boundary value with $\mathrm{Da}=$ $500, t^{\star}=0.05, \mathcal{D}=0.071$, and $\phi_{0}=0.1$, with $\Delta x=1$ and $\ell=N_{x} \Delta x / 2$ where $N_{x}$ varies. Continuous black line depicts the analytical solutions, given by Eq. (76). Markers indicate the nodal values with the SF scheme, using $s^{-}=1.1148342422560822$ and $s^{+}=1$, with different $N_{x}$ mesh resolutions. Accuracies: $\left|L_{2}(\phi)\right|=0.0777$ with $N_{x}=10$ and $\left|L_{2}(\phi)\right|=0.0292$ with $N_{x}=20$.


Fig. 10. Benchmark 3. Time growing concentration towards boundary value with $\mathrm{Da}=$ $500, t^{\star}=0.05, \mathcal{D}=0.071, N_{x}=10, \Delta x=1, \ell=N_{x} \Delta x / 2=5$ and $\phi_{0}=0.1$. Continuous black line depicts the analytical solutions, given by Eq. (76). Markers indicate the nodal values with SF, IF [Unsteady] and IF [Steady] schemes, using $s^{-}=1.1148342422560822$ and $s^{+}=1$. Accuracies: $\left|L_{2}(\phi)\right|=0.0777$ in SF, in $\left|L_{2}(\phi)\right|=0.0251$ in IF [Unsteady], and $\left|L_{2}(\phi)\right|=0.0342$ in IF [Steady].
for $\epsilon=0.1$ that makes the IF scheme formally $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accurate, although the SF scheme remains formally $\mathcal{O}\left(\Delta t, \Delta x^{2}\right)$ accurate. These theoretical conclusions are numerically verified in Fig. 11.
6.4. Benchmark 4. Time growing concentration generated by constant source term

Benchmark 4 solves Eq. (1), $\mathcal{M}=$ const $\neq 0$, subject to homogeneous initial and prescribed homogeneous boundary conditions given by:
$\phi(-\ell<x<\ell, t=0)=0$,
$\phi(x= \pm \ell, t \geq 0)=0$.
Benchmark 4 solution is:

$$
\begin{align*}
\phi\left(x^{\star}, t^{\star}\right)=\frac{\mathcal{M}}{\kappa} & {\left[1-\frac{\cosh \left(x^{\star} \sqrt{\mathrm{Da}}\right)}{\cosh (\sqrt{\mathrm{Da}})}\right.} \\
& -\frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)} \frac{\cos \left(x^{\star} \frac{(2 n+1) \pi}{2}\right)}{\left(1+\frac{(2 n+1)^{2} \pi^{2}}{4 \mathrm{Da}}\right)}  \tag{78}\\
& \left.\times \exp \left(-t^{\star}\left(\mathrm{Da}+\frac{(2 n+1)^{2} \pi^{2}}{4}\right)\right)\right]
\end{align*}
$$

In this work the infinite series in Eq. (78) is computed with 100 terms.
Fig. 12 illustrates the time growing concentration solutions, generated by constant source term, $\phi\left(x^{\star}, t^{\star}\right)$, described by Eq. (78), along the reaction-diffusion regimes $\mathrm{Da}=\{5,20,50\}$, fixating $t^{\star}=0.05$. Larger Da regimes retard the growth of $\phi$ profiles in both transient and steady regimes. The steady solution is $\phi\left(x^{\star}\right)=\frac{\mathcal{M}}{\kappa}\left[1-\cosh \left(x^{\star} \sqrt{\mathrm{Da}}\right) /\right.$ $\cosh (\sqrt{\mathrm{Da}})]$.

The quality of the numerical solutions supplied by the LBM-TRT with the SF scheme is now investigated for this benchmark test. Fig. 13 compares this scheme output for two mesh resolutions $N_{x}=10$ and $N_{x}=20$ versus the analytical solution, given by Eq. (78), taking $\mathrm{Da}=500$ (i.e. a $\phi$ profile with very steep boundary layers) and $t^{\star}=$ 0.05 . Once again, a coarse grid resolution like $N_{x}=10$ is not able to explicitly resolve the boundary layers, which alongside with the source discretization artefact produces the observed overshoots in the solution profile. By doubling the grid resolution to $N_{x}=20$, the solution quality can be improved, but the IF scheme may offer a more elegant alternative.

Fig. 14 compares the quality of the SF, the IF [Unsteady], Eq. (65), and the IF [Steady], Eq. (27), schemes, considering $\mathrm{Da}=500$ and $t^{\star}=0.05$. The SF solution features overshoots, while the IF scheme (using both unsteady and steady formulations) mitigates this defect, by correcting the diffusion coefficient value, although the IF [Steady] scheme is slightly more over-dissipative during the transient regime. Overall, the IF [Unsteady] scheme, given by Eq. (65), tends to exhibit the best quality and accuracy among the tested schemes. Although, it is slightly less accurate in this case, the IF [Unsteady] scheme with $N_{x}=$ 10 reaches virtually the same level of accuracy of the SF with $N_{x}=$ 20. Due to its superior characteristics, the mesh refinement analysis presented next will only focus on the IF [Unsteady] formulation.

Fig. 15 shows the evolution of the numerical error along with the mesh resolution for the Da regimes considered in Fig. 12. Fig. 11 plots (a), (c) and (e) consider the relaxation rates $s^{-}=1$ and $s^{+}=42 / 41$, which is the solution of Eq. (62) for $\epsilon=0.1$ that makes the SF scheme formally $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accurate. This relaxation choice makes SF and IF schemes to have a similar discretization structure. Fig. 11 plots (b), (d) and (f) consider the relaxation rates $s^{-}=1.1148342422560822$ and $s^{+}=1$, which is the solution of Eq. (69) for $\epsilon=0.1$ that makes the IF scheme formally $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accurate, whereas the SF scheme maintains the $\mathcal{O}\left(\Delta t, \Delta x^{2}\right)$ accuracy.
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## 7. Conclusions

This work performed a detailed numerical analysis on the LBMTRT modelling of the one-dimensional reaction-diffusion equation, with special attention paid to the discrete effects on the source term representation. For this study, three main tasks were undertaken. First, the discrete structure of the LBM-TRT scheme with a source, under the D1Q3 lattice, was derived and showed to approximate Eq. (1) as a four-level explicit finite difference scheme, where the external source contributes to the overall discretization by modifying the scheme coefficients. In the steady-state limit, this scheme reduces to a second-order finite difference approximation, where all coefficients can be merged
to form an effective diffusion coefficient. This effective diffusion coefficient differs from the assigned (physical) one due to numerical artefacts coming from the source term discretization. Whenever the TRT relaxation parameter obeys $\Lambda<3 / 8$, this numerical artefact becomes negative and the solution is susceptible to an oscillatory behaviour. Surprisingly, despite how negative the scheme diffusion coefficient is, the LBM-TRT solution appears to always converge towards a steady state. Hence, the second task of this work aimed at explaining this result. For that, a rigorous stability analysis was performed over the LBMTRT scheme with a source. The outcome of this analysis proved the scheme unconditional stability, within the range of parameters typically considered in LBM. The third and final task of this work examined the


Fig. 12. Benchmark 4. Time growing concentration generated by constant source term with $t^{\star}=0.05, \mathcal{D}=0.1, N_{x}=10, \Delta x=1, \ell=N_{x} \Delta x / 2=5$ and $\mathcal{M}=0.01$. Continuous lines depict the analytical solutions, given by Eq. (78). Markers indicate the nodal values obtained with SF scheme, using $s^{-}=1$ and $s^{+}=42 / 41$.


Fig. 13. Benchmark 4. Time growing concentration generated by constant source term with $\mathrm{Da}=500, t^{\star}=0.05, \mathcal{D}=0.07$ and $\mathcal{M}_{0}=0.1$, with $\Delta x=1$ and $\ell=N_{x} \Delta x / 2$ where $N_{x}$ varies. Continuous black line depicts the analytical solutions, given by Eq. (78). Markers indicate the nodal values with the SF scheme, using $s^{-}=1.1148342422560822$ and $s^{+}=1$, with different $N_{x}$ mesh resolutions. Accuracies: $\left|L_{2}(\phi)\right|=0.0367$ with $N_{x}=10$ and $\left|L_{2}(\phi)\right|=0.0096$ with $N_{x}=20$.
truncation structure of the LBM-TRT scheme with a source. The end purpose was to find ways to improve the scheme accuracy when solving Eq. (1). For that, two strategies were devised. The first one, based on the standard force (SF) formulation, determined how to fixate the free parameters of the numerical scheme in order to reach an improved $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accuracy. The second procedure studied an alternative strategy to achieve this level of accuracy, but without constraining all free parameters to fixed values. To this end, it was proposed an improved force (IF) formulation, based on the redefinition of the TRT relaxation parameters, adapting the original ideas of the work [65], but applied to a time-dependent setting. This IF strategy intended to remove the leading order source term artefact from the LBM-TRT scheme, and by doing so it was able: (i) to reach the $\mathcal{O}\left(\Delta t^{2}, \Delta x^{4}\right)$ accuracy with greater flexibility, (ii) to strongly mitigate oscillatory-like artefacts on the numerical solutions, without being too dissipative, and (iii) to


Fig. 14. Benchmark 4. Time growing concentration generated by constant source term with $\mathrm{Da}=500, t^{\star}=0.05, \mathcal{D}=0.07, N_{x}=10, \Delta x=1, \ell=N_{x} \Delta x / 2=5$ and $\mathcal{M}_{0}=0.1$. Continuous black line depicts the analytical solutions, given by Eq. (78). Markers indicate the nodal values with SF, IF [Unsteady] and IF [Steady] schemes, using $s^{-}=1.1148342422560822$ and $s^{+}=1$. Accuracies: $\left|L_{2}(\phi)\right|=0.0367$ in SF, in $\left|L_{2}(\phi)\right|=0.0118$ in IF [Unsteady], and $\left|L_{2}(\phi)\right|=0.0162$ in IF [Steady].
conserve the unconditional stability properties of the standard model, while virtually requiring no extra effort in terms of numerical overhead and implementation. At last, these findings were examined throughout diverse numerical tests, which confirmed the main theoretical results developed in this study. As future work, it is planned to incorporate the effect of fluid advection in the theoretical analysis, and examine how the results here obtained and the models here proposed extend to twoand three-dimensional problems [72,73,75]. Concerning this last point, one should keep in mind the important conclusions reached by previous studies on the effect of velocity-dependent sources in the LBM modelling of fluid flows, namely porous media flows governed by steady Stokes-Brinkman equations [20,65,76], which revealed that the discretization of velocity-dependent sources introduces anisotropic errors in multi-dimensions. Hence, the next logical step shall be to understand whether this artefact, that results from the insufficient isotropy of the discrete velocity model, also translates to time-dependent reactiondiffusion problems in higher dimensions. An answer to this question is not immediate, requiring a dedicated analysis, since advectiondiffusion models are typically subject to lattice constraints that are not as severe as in the case of fluid flow models in LBM.
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