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Abstract—This paper concerns the recursive identification of nonlinear discrete-time systems for which the original equations of motion are not known. Since the true model structure is not available, we replace it with a generic nonlinear model. This generic model discretizes the state space into a finite grid and associates a set of velocity vectors to the nodes of the grid. The velocity vectors are then interpolated to define a vector field on the complete state space. The proposed method follows a Bayesian framework where the identified velocity vectors are selected by the maximum a posteriori (MAP) criterion. The resulting algorithms allow a recursive update of the velocity vectors as new data is obtained. Simulation examples using the recursive algorithm are presented.

I. INTRODUCTION

The motion of objects has received a special attention in several research areas. In the center of that research is human motion analysis in the surveillance area [1], [2], [3]. With the purpose of identifying and studying actions of living beings or objects with motion, a trajectory can be obtained by resorting to image processing techniques [2], [4], [5], [6]. In this paper, we assume that video sequences are acquired and processed to generate sample of trajectories. This trajectories are then used to identify a vector field in the image space that best describes it [5], [6], [7].

We assume that the original system generating the observed trajectory is unknown. Therefore, the vector field is obtained through the interpolation of a set of nodes in a uniform grid, where both norm and direction are needed to reproduce the trajectory. We can assume the vector field models as a nonlinear system, where we only have access to the output measurements defined as the trajectory positions. Previous works related with the identification of nonlinear systems already encompass a variety of approaches [8], [9], [10], [11], [12], [13]. The algorithms used to estimate parameters include expectation-maximization [14] and particle filters [15], [16].

Trajectory analysis based on vector fields has already been performed by [5], [6], which is similar to the Gaussian process approaches [17]. However, parameter estimation is done off-line and the update of a new step requires the computation of the complete trajectory over again. Here, we first present the off-line approach as the standard solution and then describe the recursive parameter estimation solution, which can be obtained from the former. A problem arises when a new position is added to the trajectory. The previous trajectory information must be stored to repeat the estimation of the vector field including the new position, but without computing all the trajectory positions already processed.

The main contribution of this work is the recursive version of the Bayesian algorithm developed in [5]. Our algorithm achieves the same results by updating a sufficient statistic of the past data. This update is done in constant time and memory complexity and avoids some matrix inversions that appear in the original problem.

In section II we present an approach method to the object motion problem including the space discretization. Section III introduces the vector field prior we used for the MAP solution and sections IV and V describe the off-line and on-line vector field estimation. Section VI shows some synthetic examples using the recursive vector field estimation and in section VII we present the conclusions and future work.

II. PROBLEM FORMULATION

Our objective is to estimate a vector field that best describes an observed trajectory. We consider that each trajectory position is given by

$$x_{t+1} = x_t + T(x_t) + w_t,$$

where $x_t \in \mathbb{R}^{D \times 1}$ is the space position with dimension $D$ at instant $t$ and $T(x_t) \in \mathbb{R}^{D \times 1}$ is the velocity vector (or step) at position $x_t$. We assume that $w(t) \sim \mathcal{N}_D(0, \Sigma_t)$ is a zero-mean multivariable Gaussian error with covariance matrix $\Sigma_t$.

We can represent the next position in the trajectory, given the current position, as the conditional probability

$$p(x_{t+1}|x_t) = \mathcal{N}_D(x_{t+1}|x_t + T(x_t), \Sigma_t) = \frac{1}{\sqrt{(2\pi)^D|\Sigma_t|^1}} e^{-\frac{1}{2}||x_{t+1}-x_t-T(x_t)||^2_{\Sigma_t^{-1}}},$$

where $|\Sigma_t|$ is the determinant of the matrix $\Sigma_t$ and where we define $||X||^2_A \triangleq \text{Tr}(X^T A X)$ with $X \in \mathbb{R}^{m \times n}$ and $A \in \mathbb{R}^{m \times n}$ for any positive integer $m, n$. The Tr ($B$) form represents the trace of the square matrix $B$. Equation (2) can also be referred to as the step probability distribution.

Consider that $X_L = [x_1, x_2, \ldots, x_{L+1}] \in \mathbb{R}^{D \times (L+1)}$ contains all the $L + 1$ positions of a single trajectory. The
joint probability of the complete trajectory is
\[
p(X_L) = p(x_1, \ldots, x_{L+1}) \\
= p(x_1) p(x_2 | x_1) \ldots p(x_{L+1} | x_L) \\
= p(x_1) \prod_{t=1}^{L} p(x_{t+1} | x_t),
\]
where \( p(x_1) \) is the probability distribution of the initial position.

As we cannot compute the velocity vector \( T(x_t) \) for an infinite number of positions in the D-dimensional space, we need to perform a space discretization. Therefore, the space is discretized into a finite grid and a set of velocity vectors \( t_n \) are associated to the nodes of the grid. We then assume that the velocity vector \( T(x) \) is obtained by interpolation
\[
T(x_t) \triangleq \sum_{n=1}^{N} t_n \phi_n(x_t),
\]
where \( N \) is the total number of nodes, \( t_n \in \mathbb{R}^{D \times 1} \) is the velocity vector at node \( n \) and \( \phi_n(x_t) \in \mathbb{R} \) is a normalized weight function [18]
\[
\phi_n(x_t) \triangleq \frac{w_n(x_t)}{\sum_{j=1}^{N} w_j(x_t)},
\]
where the weights
\[
w_n(x_t) \triangleq (d(x_t, g_n) + d_0)^{-p},
\]
represent the inverse of the distance \( d(x_t, g_n) \) from position \( x_t \) to node \( g_n \). The parameter \( p > 0 \) adjusts the smoothness and \( d_0 > 0 \) is a small additive constant to avoid an infinite weight \( w_n \) when \( x_t = g_n \).

Equation (4) can be rewritten as
\[
T(x_t) = \mathcal{T} \Phi_{x_t},
\]
where matrices \( \mathcal{T} \in \mathbb{R}^{D \times N} \) and \( \Phi_{x_t} \in \mathbb{R}^{N \times 1} \) are defined by
\[
\mathcal{T} \triangleq [t_1, t_2, \ldots, t_N], \quad \Phi_{x_t} \triangleq \begin{bmatrix}
\phi_1(x_t) \\
\phi_2(x_t) \\
\cdots \\
\phi_N(x_t)
\end{bmatrix}.
\]

We define the velocity at position \( x_t \) as \( v_{x_t} \triangleq x_{t+1} - x_t \) and use equation (7) to represent the multivariable Gaussian distribution of equation (2) as
\[
p(x_{t+1} \mid x_t, \mathcal{T}) = \frac{1}{\sqrt{(2\pi)^D |\Sigma|}} e^{-\frac{1}{2} \|v_{x_t} - \mathcal{T} \Phi_{x_t}\|_\Sigma^2},
\]
where \( \mathcal{T} \) parameterizes the vector field we want to estimate.

The estimation of matrix \( \mathcal{T} \) is done within a Bayesian framework. In this framework an observation model and a prior distribution are required to produce a posterior distribution of \( \mathcal{T} \) given the observed trajectory. We use equation (9) as the observation model, and then define a prior distribution \( p(\mathcal{T}) \) for the vector field.

### III. Vector Field Prior

Since there is no prior information on particular directions of the vector field, the prior distribution does not convey that type of information. However, we can state that the vector field has some degree of smoothness so that neighboring nodes follow similar directions.

We represent the vector field prior by \( p(\mathcal{T}) \). Let \( \mathcal{I} \) denote the set of pairs of indices \( (i, j) \) containing neighboring nodes, \( i.e. \)
\[
\mathcal{I} = \{(i, j) \mid i \text{ and } j \text{ are neighbors, and } i \neq j\}.
\]

In a 2-dimensional space, we choose the neighbors of a node as the closest ones in all vertical, horizontal and diagonal directions. Therefore, a node in the middle of a 2-dimensional grid has 8 neighboring nodes, in the border it has 5 neighboring nodes and in a corner it has 3 neighboring nodes.

Assuming that neighboring nodes have similar directions, the prior is defined as a multivariable Gaussian
\[
p(\mathcal{T}) \propto e^{-\frac{1}{2} \sum_{(i,j) \in \mathcal{I}} \|t_i - t_j\|^2}. \tag{10}
\]

Letting \( \Delta \in \{-1, 0, 1\}^{N \times (\#\mathcal{I})} \) denote the matrix that operates the differences between neighbors, we obtain
\[
\mathcal{T} \Delta = [t_1, t_2, \ldots, t_N] = [t_1 - t_2, t_2 - t_4, \ldots, t_{N-1} - t_N], \tag{11}
\]
where each element \( t_i - t_j \) measures the change of velocity between two neighboring nodes \( (i, j) \in \mathcal{I} \).

The exponent in equation (10) can be written as a Frobenius norm on \( \mathcal{T} \) as\(^1\)
\[
\sum_{(i,j) \in \mathcal{I}} \|t_i - t_j\|^2 = \text{Tr} \left( (\mathcal{T} \Delta)(\mathcal{T} \Delta)^T \right) = \text{Tr} \left( \mathcal{T} \Delta \Delta^T \mathcal{T}^T \right) = \|\mathcal{T}\|_\Lambda^2. \tag{12}
\]

Therefore, the prior multivariable Gaussian can be represented by
\[
p(\mathcal{T}) \propto e^{-\|\mathcal{T}\|_\Lambda^2}. \tag{13}
\]

The parameter \( \sigma \) is adjusted manually, according to the complexity of a trajectory, and it tunes the dependency of neighboring nodes, thereby controlling the smoothness of the vector field.

\(^1\)Equation (12) is achieved based on trace properties and the definition of \( \|X\|_\Lambda^2 \) in section II.
IV. Maximum a Posteriori Solution / MAP

Our objective is to estimate the vector field parameterized by matrix $\mathcal{T}$, given a set of positions of a trajectory $X$. Applying the Bayes’ law, we get to the posterior distribution
\[
p(\mathcal{T}|X) = C \cdot p(X|\mathcal{T})p(\mathcal{T}),
\]
where $C = \frac{1}{p(X)}$ is a normalization factor, $p(X|\mathcal{T})$ is the trajectory joint probability model obtained in (3) and $p(\mathcal{T})$ is the prior defined in (13).

For estimation purposes, we use the maximum a posteriori (MAP) criterion, i.e., we must find the parameters $\mathcal{T}$ that maximize $p(\mathcal{T}|X)$
\[
\hat{\mathcal{T}} = \arg \max_{\mathcal{T}} p(\mathcal{T}|X) = \arg \max_{\mathcal{T}} \log p(\mathcal{T}|X) = \arg \max_{\mathcal{T}} \left( \log C + \log p(X|\mathcal{T}) + \log p(\mathcal{T}) \right).
\]

To solve equation (15) we find the stationarity points with
\[
\frac{\partial \log p(\mathcal{T}|X)}{\partial \mathcal{T}}|_{\mathcal{T}=\hat{\mathcal{T}}} = 0.
\]

Since $\log p(\mathcal{T}|X)$ is concave, the unique stationarity point found is the global maximum.

Separately considering each term in (15), we can discard the first, $\log C$, since it does not depend on $\mathcal{T}$.

The second term can be obtained with the logarithm of equation (3) and using equation (9), resulting in
\[
\log p(X|\mathcal{T}) = \log p(x_1) + \sum_{t=1}^{L} \log p(x_{t+1}|x_t)
= \log p(x_1) - \frac{1}{2} \sum_{t=1}^{L} \log(2\pi)^D |\Sigma|
- \frac{1}{2} \sum_{i=1}^{L} \|v_{x_i} - \mathcal{T} \Phi_{x_i}\|^2_{\Sigma^{-1}}.
\]

We assume a constant disturbance covariance matrix $\Sigma = \Sigma_t$ and define $\Phi_X \in \mathbb{R}^{N \times L}$ and $v_X \in \mathbb{R}^{D \times L}$ by
\[
\Phi_X \triangleq [\Phi_{x_1}, \Phi_{x_2}, \ldots, \Phi_{x_L}]
\quad
v_X \triangleq [v_{x_1}, v_{x_2}, \ldots, v_{x_L}].
\]

Performing some calculations based on matrix trace properties, we get to
\[
\log p(X|\mathcal{T}) = \log p(x_1) - \frac{L}{2} \log(2\pi)^D |\Sigma|
- \frac{1}{2} \|v_X - \mathcal{T} \Phi_X\|^2_{\Sigma^{-1}},
\]
which resembles the least squares form. The prior term from equation (15) can be obtained with the logarithm of equation (15)

\[
\log p(\mathcal{T}) = \xi - \frac{1}{2\sigma} \|\mathcal{T}\|_{\Lambda}^2
= \xi - \frac{1}{2\sigma} \text{Tr}(\mathcal{T} \Lambda \mathcal{T}^T),
\]
where $\xi$ is a constant independent from $\mathcal{T}$.

Computing the derivatives separately yields
\[
\frac{\partial}{\partial \mathcal{T}} \log p(X|\mathcal{T}) = \frac{\partial}{\partial \mathcal{T}} \left( -\frac{1}{2} \|v_X - \mathcal{T} \Phi_X\|^2_{\Sigma^{-1}} \right)
= \Phi_X (v_X - \mathcal{T} \Phi_X)^T \Sigma^{-1}
= \Phi_X v_X^T \Sigma^{-1} - \Phi_X \Phi_X^T \mathcal{T}^T \Sigma^{-1},
\]
and
\[
\frac{\partial}{\partial \mathcal{T}} \log p(\mathcal{T}) = -\frac{1}{\sigma} \mathcal{T}.\]

Therefore, the result is
\[
\frac{\partial}{\partial \mathcal{T}} \log p(\mathcal{T}|X) = \frac{\partial}{\partial \mathcal{T}} \log p(X|\mathcal{T}) + \frac{\partial}{\partial \mathcal{T}} \log p(\mathcal{T})
= \Phi_X v_X^T \Sigma^{-1} - \Phi_X \Phi_X^T \mathcal{T}^T \Sigma^{-1} - \frac{1}{\sigma} \mathcal{T}^T.
\]
Replacing it into equation (16) and transposing yields
\[
-\Sigma^{-T} \mathcal{T} \Phi_X \Phi_X^T \mathcal{T} - \frac{1}{\sigma} \mathcal{T} \Lambda + \Sigma^{-T} \mathcal{T} \mathcal{T} = 0,
\]
which is a linear equation in $\mathcal{T}$ of the Sylvester type.

If we further assume that $\Sigma = \kappa I_D$ where $I_D \in \mathbb{R}^{D \times D}$ is the identity matrix, we achieve
\[
-\frac{1}{\kappa} \mathcal{T} \Phi_X \Phi_X^T \mathcal{T} - \frac{1}{\sigma} \mathcal{T} \Lambda + \frac{1}{\kappa} \mathcal{T} \mathcal{T} = 0
\quad
\Leftrightarrow \mathcal{T} \left( \frac{1}{\kappa} \Phi_X \Phi_X^T + \frac{1}{\sigma} \Lambda \right) + \frac{1}{\kappa} \mathcal{T} \mathcal{T} = 0
\quad
\Leftrightarrow \mathcal{T} = \mathcal{V} \Phi_X^T \left( \Phi_X \Phi_X^T + \frac{\kappa}{\sigma} \Lambda \right)^{-1}.
\]

Equation (25) defines the standard batch vector field estimate for a trajectory of length $L$. As the trajectory length increases, so do the dimensions of matrices $\mathcal{V}$ and $\Phi_X$ increase, along with the time complexity to estimate $\mathcal{T}$. Therefore, this solution can only be used in constrained problems.

V. Recursive Implementation

In this section, we propose a recursive version of the algorithm that does not suffer from the time and memory complexity of the batch mode version. Specifically, we seek an algorithm that has constant memory and computational complexity. These objectives can be achieved by using a sufficient statistic of the data that is updated at each step as new data is acquired.

We start by rewriting equation (3) as
\[
p(X_t) = p(x_1) \prod_{i=1}^{t-1} p(x_{i+1}|x_i) p(x_{2t+1}|x_t),
\]
where $p(X_{t-1})$ is a known joint probability of the complete trajectory on the previous time instant $t-1$. The probability for the new step $p(x_{t+1}|x_t)\mathcal{T}_t$ follows equation (9). Therefore, the Bayes’ law can be represented as
\[
p(\mathcal{T}_t|X_t) = C_t p(x_t|\mathcal{T}_t)p(\mathcal{T}_t)^{\text{Prior}} p(X_{t-1}|\mathcal{T}_t)p(\mathcal{T}_t),
\]
where now the prior includes all the previous information.
The stationary condition (16) can now be rewritten as
\[
\frac{\partial}{\partial T_t} \log p(T_t | X_t) = \frac{\partial}{\partial T_t} \log p(x_{t+1} | x_t, T_t) + \frac{\partial}{\partial T_t} \log (p(X_{t-1} | T_t)p(T_t))
\]
\[
= \Phi_{x_t}^T x_{t-1} - \Phi_{x_t}^T P(t-1) \Phi_{x_t} + \frac{1}{\kappa} \alpha^T \Sigma^{-1} x_{t-1} + \frac{1}{\kappa} \Phi_{x_t}^T P(t-1) \Sigma^{-1} \Phi_{x_t} + \frac{1}{\sigma} \Lambda \gamma_{t-1}^{-1} \Sigma^{-1} \Phi_{x_t}^T x_{t-1} - \Phi_{x_t}^T \Sigma^{-1} x_{t-1} - \frac{1}{\sigma} \Lambda \gamma_{t-1}^{-1}
\]
where \(\Phi_X\) and \(v_X\) correspond to data obtained before time \(t\).

Again, assuming \(\Sigma_t = \Sigma = \kappa I_D\) we get
\[
\frac{1}{\kappa} v_{x_t} \Phi_{x_t}^T x_{t-1} + \frac{1}{\kappa} v_X \Phi_X^T x_{t-1} = \gamma_t \left( \frac{1}{\kappa} \Phi_{x_t} \Phi_{x_t}^T + \frac{1}{\kappa} \Phi_X \Phi_X^T + \frac{1}{\sigma} \Lambda \right)\]
leading to the solution
\[
\gamma_t = \left( v_{x_t} \Phi_{x_t}^T + v_X \Phi_X^T \right) \left( \frac{1}{\kappa} \Phi_{x_t} \Phi_{x_t}^T + \Phi_X \Phi_X^T + \frac{1}{\sigma} \Lambda \right)^{-1}
\]
Equation (30) can be recursively computed by using
\[
\alpha(t) = v_{x_t} \Phi_{x_t}^T + \alpha(t-1), \quad \alpha(t-1) = v_X \Phi_X^T,
\]
\[
\beta(t) = \Phi_{x_t} \Phi_{x_t}^T + \beta(t-1) + \beta(t-1) = \Phi_X \Phi_X^T,
\]
where \(\alpha, \beta \in \mathbb{R}^{N \times N}\) are two matrices that store past information needed in the next iteration. The estimated vector field at instant \(t\) is given by
\[
\gamma(t) = \alpha(t) \beta(t)^{-1}
\]
with \(\alpha(0) = 0\) and \(\beta(0) = 0\). Moreover, since the denominator \(\beta(t) + \frac{1}{\sigma} \Lambda\) appears in every iteration, we can simplify the algorithm to
\[
\gamma(t) = \alpha(t) \beta(t)^{-1}
\]
using the initialization \(\beta(0) = \frac{1}{\sigma} \Lambda\).

The algorithm can be further improved by avoiding the explicit inversion of \(\beta(t)\). For this, we rewrite equation (33) as a recursive least squares algorithm
\[
K_T(t) = \frac{\Phi_{x_t}^T P(t-1) \Phi_{x_t}}{1 + \Phi_{x_t}^T P(t-1) \Phi_{x_t}}
\]
\[
\gamma(t) = \gamma(t-1) + [v_{x_t} - \gamma(t-1) \Phi_{x_t}] K_T(t)
\]
\[
P(t) = [P(t-1) - P(t-1) \Phi_{x_t} K_T(t)]
\]
where \(K_T\) is known as the Kalman gain and \(P\) is the covariance matrix of the estimation error [19], [20]. From matrix \(P\), we can obtain the estimated variance of each node with \(\text{diag}(P) = [\sigma^2_1, \ldots, \sigma^2_N]\). In the algorithm (34), the information needed in the next iteration is stored in \(\gamma(t-1)\) and \(P(t-1)\), meeting the sufficient statistics condition. However, note that the first iteration must be computed with equation (32), since it is not possible to calculate \(P(0) = \beta(0)^{-1} \propto \Lambda^{-1}\) because \(\Lambda\) is singular. Therefore, for the second iteration we compute \(\gamma(2)\) with equation (34) and with \(P(1) = \beta(1)^{-1}\). It is possible to verify that the resulting estimated vector field from equation (34) is the same as the one obtained in equation (25).

VI. Simulation results

To illustrate the proposed algorithm, three simulations were performed. In the first one, \(A\), we estimate the vector field for different instants of a trajectory. In the second, \(B\), we compare the estimated vector field using a single or two consecutive distinct trajectories. At last, in the third one, \(C\), we compare the performance of using a single or both trajectories to predict the future trajectory steps. The standard parameters we choose for all examples are \(p = 4\), \(\kappa = 1\), \(N = 15 \times 15\) and \(\sigma = 100\).

We generate synthetic trajectories using the Van der Pol oscillator
\[
x_1(t + 1) = x_2(t) dt + x_1(t)
\]
\[
x_2(t + 1) = \left( \mu(1 - x_1^2) x_2(t) - x_1(t) \right) dt + x_2(t),
\]
where we assume \(v_{x_1} = [x_1(t+1) - x_1(t), x_2(t+1) - x_2(t)]^T\), \(\mu = 0.01\) and \(dt = 0.1\). The system chosen has a limit cycle to which every trajectory converges. A trajectory outside that limit cycle has the behavior of a stable system, and a trajectory inside that limit cycle has the behavior of an unstable system. Every figure presented has a black-white squared background that represents the variance of each node, obtained with matrix \(P(t)\) from equation (34). The less variant nodes are white, and the more variant ones are black.

A. Recursive vector field estimation

Experiment \(A\) consists in the estimation of a vector field from the same trajectory at different time instants. In figure 1, we present the evolution of the vector field obtained from a trajectory outside the limit cycle for the instants \(t_1 = 25\), \(t_2 = 40\), \(t_3 = 100\) and \(t_4 = 1001\), which are shown in plots 1a, 1b, 1c and 1d, respectively.

Each plot shows the trajectory generated up to the specified time (blue). It also shows the estimated vector field (green) and a simulated trajectory (red) computed with the estimated vector field and the first position of the generated trajectory. Every plot in figure 1 can also be obtained in a batch mode using equation (25).

B. Consecutive vector field estimation

Experiment \(B\) compares the vector field estimation using a single trajectory with a pair of consecutive trajectories, each of them in different sides of the limit cycle. For that purpose, we estimate a vector field from the first trajectory and then use it as prior for the estimation of an improved vector field. We show in figure 2 the estimated vector field and the inside simulated trajectory for four possible cases, which are shown in plots 2a, 2b, 2c and 2d. The plots 2a and 2b present the vector field estimation using the trajectories inside and outside the limit cycle, respectively. Plot 2c presents the vector field estimation using the inside trajectory followed by the outside one, and 2d presents the same as 2c with the trajectories order switched.

We can verify that the simulated trajectories in 2a, 2c and 2d fit acceptably the generated trajectories. Unlike the other
plots, the simulated trajectory of plot 2b (estimation using the outside trajectory) does not fit the generated trajectory. The results mentioned can be explained by the lack of information of the inside of the limit cycle in 2b.

C. Trajectory prediction using vector field estimation

In experiment C, we concern the performance of the estimated vector field to predict the future steps of a trajectory, for two estimation examples. The vector field estimation follows the same idea as in section VI-B, but here we only use the first 200 steps of a trajectory. Then, we present in figure 3 the generated and simulated trajectories, both with 1001 steps. Four possible cases are shown in plots 3a, 3b, 3c and 3d.

The vector field estimation using both inside and outside trajectories achieves better results than using just a single sided trajectory. These results meet the conclusions in VI-B, where the use of two distinct trajectories yields acceptable model identification.

To compare the vector field model in each figure, we present in table I the squared mean error (MSE) of $w_i$ in equation (1). The first line of table I corresponds to the experiment of section VI-A and each column to each plot (a) to (d) of figure 1. The second line of table I corresponds to the experiment of section VI-C and each column to each plot (a) to (d) of figure 3. The MSE values are obtained from the difference between the steps of the generated trajectory $v_{x_i}$ and the estimated velocity vectors $T(x_i)$, computed with equation (7).

Note that in table I, we only compare the steps, i.e. the vectors between the generated trajectory and the vectors simulated using the vector field. We do not use the simulated model (in red in the figures) for the MSE computation.

TABLE I: Mean squared error (MSE) for experiences A and C corresponding to sections VI-A and VI-C. Each table line corresponds to the figures 1 and 3, or experiments A and C, where each column corresponds to each figure plot (a) to (d).

<table>
<thead>
<tr>
<th>Exp.</th>
<th>MSE</th>
<th>Exp.</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>6.33E-7</td>
<td>C</td>
<td>4.86E-6</td>
</tr>
<tr>
<td>B</td>
<td>7.38E-7</td>
<td>D</td>
<td>1.94E-6</td>
</tr>
<tr>
<td>C</td>
<td>6.29E-7</td>
<td>E</td>
<td>1.73E-6</td>
</tr>
<tr>
<td>D</td>
<td>7.74E-7</td>
<td>F</td>
<td>1.73E-6</td>
</tr>
</tbody>
</table>

The results for experiment A show that the MSE does not increase with the trajectory length as expected. Instead, there is a tradeoff between the length and the space distribution of a trajectory, in order to obtain better model accuracy.

Moreover, the trajectory prediction (experiment C) using two trajectories of each side of the limit cycle presents a lower MSE than using two trajectories of the same side. In addition, we find that the results of (c) and (d) of experiment C are the same. From this, we can conclude that the order in which each trajectory is computed is not relevant. On the other hand, we can verify that the model identification, for
the present system, shows promising results for the prediction of future trajectory steps.

VII. CONCLUSIONS

This paper presents the identification of an object motion, consisting in a trajectory constructed with interpolation of a vector field. The vector field has nodes distributed in a uniform grid that can smoothly depend on neighboring nodes. We present two estimation algorithms — a batch algorithm and a recursive one — to estimate the vector field. We take advantage of the recursive algorithm properties to perform some experiments computing consecutive trajectories. The proposed algorithm improves the computation of vector fields by lowering time and memory complexity, removing the trajectory length dependency and enabling the use of previous information as prior.

The results presented show a reasonable identification of a nonlinear system, which suggests that we could use the algorithm for system modeling.

For future work, we intend to approach the same problem for multiple trajectories and multiple vector fields using a recursive algorithm. In addition, the estimation of some parameters of the algorithm can also improve its adaptation to different situations and increase its independence of human intervention.
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