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Abstract
This paper considers the existence and multiplicity of fixed points for the integral
operator

T u(t) = λ

∫ T

0
k(t, s)f (s,u(s),u′(s), . . . ,u(m)(s))ds, t ∈ [0, T ] ≡ I,

where λ > 0 is a positive parameter, k : I× I → R is a kernel function such that
k ∈ Wm,1(I× I),m is a positive integer withm ≥ 1, and f : I×R

m+1 → [0, +∞[ is an
L1-Carathéodory function.
The existence of solutions for these Hammerstein equations is obtained by fixed

point index theory on new type of cones. Therefore some assumptions must hold
only for, at least, one of the derivatives of the kernel or, even, for the kernel on a
subset of the domain. Assuming some asymptotic conditions on the nonlinearity f ,
we get sufficient conditions for multiplicity of solutions.
Two examples will illustrate the potentialities of the main results, namely the fact

that the kernel function and/or some derivatives may only be positive on some
subintervals, which can degenerate to a point. Moreover, an application of our
method to general Lidstone problems improves the existent results in the literature in
this field.
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1 Introduction
In this work we will study the existence and multiplicity of fixed points of the integral
operator

T u(t) = λ

∫ T

0
k(t, s)f

(
s, u(s), u′(s), . . . , u(m)(s)

)
ds, t ∈ [0, T] ≡ I, (1)

where
• λ > 0 is a positive parameter,
• k : I × I →R is a kernel function such that k ∈ W m,1(I × I),
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• m is a positive integer with m ≥ 1, and
• f : I ×R

m+1 → [0, +∞[ is an L1-Carathéodory function.
The solvability of this type of integral equations, known as Hammerstein equations (see

[12]), has been considered by many authors. In fact they have become both a generalization
of differential equations and boundary value problems and a main field for applications of
methods and techniques of nonlinear analysis, as it can be seen, for instance, in [1–3, 7,
11, 13–17, 21].

In [4], the authors consider a third order three-point boundary value problem, whose
solutions are the fixed points of the integral operator

Tu(t) = λ

∫ 1

0
G(t, s)f

(
s, u(s), u′(s), u′′(s)

)
ds, t ∈ [0, 1],

where G(t, s) is an explicit Green’s function, verifying some adequate properties such that
G(t, s) and ∂G

∂t (t, s) are bounded and nonnegative in the square [0, 1] × [0, 1], but ∂2G
∂t2 (t, s)

could change sign, being nonnegative in a subset of the square.
In [8], a generalized Hammerstein equation is studied

u(t) =
∫ 1

0
k(t, s)g(s)f

(
s, u(s), u′(s), . . . , u(m)(s)

)
ds, (2)

with k : [0, 1]2 → R a kernel function such that k ∈ W m,1([0, 1]2), m ≥ 1 is integer,
g : [0, 1] → [0,∞) is nonnegative almost everywhere in t ∈ [0, 1] nonnegative, and f :
[0, 1] ×R

m+1 → [0,∞) is an L∞-Carathéodory function. Moreover, both the kernel k(t, s)
and its derivatives ∂ ik

∂ti (t, s), for i = 1, . . . , m, are bounded and nonnegative on the square
[0, 1] × [0, 1].

Our work generalizes the existing results in the literature introducing a new type of cone:

K =
{

u ∈ Cm(I,R) : u(i)(t) ≥ 0, t ∈ [mi, ni], i ∈ J ;

min
t∈[aj ,bj]

u(j)(t) ≥ ξj
∥∥u(j)∥∥

[cj ,dj]
, j ∈ J1

}
,

where

∥∥u(j)∥∥
[cj ,dj]

:= max
t∈[cj ,dj]

∣∣u(j)(t)
∣∣,

J ≡ {0, 1, . . . , m} and J1 ⊂ J0 ⊂ J , J1 	= ∅.
We note that the non-negativeness of the functions and their derivatives may happen

only on a subinterval, possibly degenerate (that is reduced to a point), and, as J1 ⊂ J , J1 	= ∅,
the second property can hold, locally, only for a restricted number of derivatives, including
the function itself. This way, it is not required, as it was usual, that k(t, s) and ∂ ik

∂ti (t, s) have
constant sign on the square of definition.

Another important novelty is that, in the second property of the cone, we are consid-
ering the norm of the functions on a subset of the domain and not on the whole interval
[0, T]. Moreover, as we will see, the two subintervals involved in this condition, [aj, bj] and
[cj, dj], must have nonempty intersection but are not required to satisfy any other inclusion
property (that is, it may occur that [aj, bj] 	⊂ [cj, dj] and [cj, dj] 	⊂ [aj, bj]).
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In particular, the second property in the cone (which ensures that the minimum of the
function and the derivatives on some interval is bigger than its norm on another interval)
will be given by certain inequalities (introduced in (H4)) that both the kernel and its deriva-
tives must hold. However, contrary to recent references such as [8], the bounds must hold
only for, at least, one of the derivatives of the kernel or, even, for the kernel on a subset of
the domain.

This paper is organized in the following way: Sect. 2 contains the main assumptions, the
definition of the new cone and some properties on the integral operator. In Sect. 3, the
existence results are obtained with several asymptotic assumptions on f of the sublinear
or superlinear type, near 0 or +∞. Section 4 presents existence and multiplicity results
applying fixed point index theory. Section 5 has two examples to illustrate our main results
and, moreover, to emphasize the importance that (H4) holds only for some derivatives and
that the subsets could be reduced to a point. Last section contains an application to 2n-th
order Lidstone problems, giving new sufficient conditions for the solvability of this kind
of problems. In fact, our method allows that the nonlinearities may depend on derivatives
of even and odd order, which is new in the literature on this type of problems, as it can be
seen, for instance, in [5, 18, 23, 26]. In this way, our results fill some gaps and improve the
study of Lidstone and complementary Lidstone problems.

2 Hypothesis and auxiliary results
Let us consider E = Cm(I,R) and the norm ‖u‖ = max{‖u(i)‖∞, i ∈ J}, with ‖v‖∞ = sup

t∈I
|v(t)|.

It is clear that (E,‖ · ‖) is a Banach space.
Throughout this paper we will make the following assumptions:
(H1) The kernel function k : I × I → R is such that k ∈ W m,1(I × I), with m ≥ 1. More-

over, for i = 0, . . . , m – 1, it holds that, for every ε > 0 and every fixed τ ∈ I , there
exists some δ > 0 such that |t – τ | < δ implies that

∣∣∣∣∂
ik

∂ti (t, s) –
∂ ik
∂ti (τ , s)

∣∣∣∣ < ε for a.e. s ∈ I.

Finally, for the mth derivative of the kernel, it holds that, for every ε > 0 and every
fixed τ ∈ I , there exist a set Zτ ∈ I with measure equal to zero and some δ > 0 such
that |t – τ | < δ implies that

∣∣∣∣∂
mk

∂tm (t, s)–
∂mk
∂tm (τ , s)

∣∣∣∣ < ε, ∀s ∈ I \Zτ such that s < min{t, τ } or s > max{t, τ }.

(H2) For each i ∈ J0 ⊂ J , J0 	= ∅, there exists a subinterval [mi, ni] such that

∂ ik
∂ti (t, s) ≥ 0 for all t ∈ [mi, ni], s ∈ I.

It is possible that the interval is degenerated, that is, mi = ni.
(H3) For all i ∈ J , there exist positive functions hi ∈ L1(I) such that

∣∣∣∣∂
ik

∂ti (t, s)
∣∣∣∣ ≤ hi(s) for all t ∈ I and a.e. s ∈ I.
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(H4) For each j ∈ J1 ⊂ J0, J1 	= ∅, there exist subintervals [aj, bj] ⊂ [mj, nj] and [cj, dj], with
[aj, bj] ∩ [cj, dj] 	= ∅, positive functions φj : I → [0,∞), and constants ξj ∈ (0, 1) such
that

∣∣∣∣∂
jk

∂tj (t, s)
∣∣∣∣ ≤ φj(s) for all t ∈ [cj, dj] and a.e. s ∈ I,

and

∂ jk
∂tj (t, s) ≥ ξjφj(s) for all t ∈ [aj, bj] and a.e. s ∈ I.

Moreover, φj ∈ L1(I) satisfies that
∫ bj

aj
φj(s) ds > 0.

(H5) There exists i0 ∈ J0 such that either [ci0 , di0 ] ≡ I or [mi0 , ni0 ] ≡ I and, moreover,
{0, 1, . . . , i0} ⊂ J0.

(H6) The nonlinearity f : I × R
m+1 → [0,∞) satisfies L1-Carathéodory conditions, that

is,
• f (·, x0, . . . , xm) is measurable for each (x0, . . . , xm) fixed.
• f (t, ·, . . . , ·) is continuous for a.e. t ∈ I .
• For each r > 0, there exists ϕr ∈ L1(I) such that

f (t, x0, . . . , xm) ≤ ϕr(t), ∀(x0, . . . , xm) ∈ (–r, r)m+1, a.e.t ∈ I.

(H7) Functions hi defined in (H3) and ϕr defined in (H6) are such that hiϕr ∈ L1(I) for
every i ∈ J and r > 0.

We will look for fixed points of operator T on a suitable cone on the Banach space E.
We recall that a cone K is a closed and convex subset of E satisfying the two following
properties:

• If x ∈ K , then λx ∈ K for all λ ≥ 0.
• K ∩ (–K) = {0}.
In particular, taking into account the properties satisfied by the kernel k, we define

K =
{

u ∈ Cm(I,R) : u(i)(t) ≥ 0, t ∈ [mi, ni], i ∈ J0;

min
t∈[aj ,bj]

u(j)(t) ≥ ξj
∥∥u(j)∥∥

[cj ,dj]
, j ∈ J1

}
.

Lemma 1 Hypothesis (H5) warrants that K is a cone in E.

Proof We need to verify that K is a closed and convex subset of Cm(I,R) and that it satisfies
the two properties which characterize cones in a Banach space.

First of all, from the definition of K , it is clear that it is closed. We will see that it is
convex. For u, v ∈ K and λ ∈ (0, 1), it is clear that

(1 – λ)u(i)(t) + λv(i)(t) ≥ 0 for t ∈ [mi, ni], i ∈ J0.
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In addition, for j ∈ J1,

min
t∈[aj ,bj]

(
(1 – λ)u(j)(t) + λv(j)(t)

) ≥ (1 – λ) min
t∈[aj ,bj]

u(j)(t) + λ min
t∈[aj ,bj]

v(j)(t)

≥ (1 – λ)ξj
∥∥u(j)∥∥

[cj ,dj]
+ λξj

∥∥v(j)∥∥
[cj ,dj]

= ξj
(∥∥(1 – λ)u(j)∥∥

[cj ,dj]
+

∥∥λv(j)∥∥
[cj ,dj]

)

≥ ξj
∥∥(1 – λ)u(j) + λv(j)∥∥

[cj ,dj]
.

Thus, (1 – λ)u + λv ∈ K .
Moreover, from the definition of K , it is trivial to check that if x ∈ K , then λx ∈ K for all

λ ≥ 0.
Now, to prove that K ∩ (–K) = {0}, we will distinguish between two different cases:
(I) There exists i0 ∈ J0 such that [mi0 , ni0 ] ≡ I .

Suppose that u, –u ∈ K . Then u(i0)(t) ≥ 0 and –u(i0)(t) ≥ 0 for all t ∈ I , which
implies that u(i0) ≡ 0 on I . If i0 ≥ 1, u(i0–1) is constant on I .

Now, we have that u(i0–1)(t) ≥ 0 and –u(i0–1)(t) ≥ 0 for all t ∈ [ci0–1, di0–1], that is,
u(i0–1) ≡ 0 on [ci0–1, di0–1]. Then, since u(i0–1) is constant on I , we deduce that
u(i0–1) ≡ 0 on I .

Using the same argument repeatedly, we conclude that u ≡ 0 on I . In this way, we
have proved that K ∩ (–K) = {0}.

(II) There exists i0 ∈ J0 such that [ci0 , di0 ] ≡ I .
Suppose again that u, –u ∈ K . Then, from the fact that

min
t∈[ai0 ,bi0 ]

u(i0)(t) ≥ ξi0
∥∥u(i0)∥∥

I and min
t∈[ai0 ,bi0 ]

(
–u(i0)(t)

) ≥ ξi0
∥∥u(i0)∥∥

I ,

it is deduced that ‖u(i0)‖I = 0, which implies that u(i0) ≡ 0 on I . Now, following the
same arguments as in Case (I), we deduce the result. �

In the next section, we will ensure the existence of fixed points of operator T . Before
that, we need to prove that operator T is compact.

Lemma 2 If (H1) – (H7) hold, then operator T maps the cone into itself and is completely
continuous.

Proof Using standard techniques, it is easy to prove that T is well defined, T (K) ⊂ K , and
T is continuous in Cm(I,R).

We will see now that T is completely continuous.
Consider

B =
{

u ∈ E;‖u‖ ≤ r
}

.

It is obvious that T(B) is uniformly bounded in Cm(I).
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Let us prove that T (B) is equicontinuous in Cm(I). Let t2 ∈ I be fixed. Then, for every
ε > 0, take δ > 0 given in (H1), and for i = 0, . . . , m – 1, it holds that |t1 – t2| < δ implies that

∣∣(T u)(i)(t1) – (T u)(i)(t2)
∣∣ ≤ λ

∫ T

0

∣∣∣∣∂
ik

∂ti (t1, s) –
∂ ik
∂ti (t2, s)

∣∣∣∣f
(
s, u(s), . . . , u(m)(s)

)
ds

≤ λ

∫ T

0

∣∣∣∣∂
ik

∂ti (t1, s) –
∂ ik
∂ti (t2, s)

∣∣∣∣ϕr(s) ds ≤ ελ

∫ T

0
ϕr(s) ds,

and, since ϕr ∈ L1(I), it is clear that there exists a positive constant κ1 such that

∣∣(T u)(i)(t1) – (T u)(i)(t2)
∣∣ < κ1ε

for all u ∈ B.
On the other hand, for the mth derivative, for every ε > 0, take δ > 0 given in (H1) and

|t1 – t2| < δ, t1 < t2, implies that

∣∣(T u)(m)(t1) – (T u)(m)(t2)
∣∣ ≤ λ

∫ T

0

∣∣∣∣∂
mk

∂tm (t1, s) –
∂mk
∂tm (t2, s)

∣∣∣∣f
(
s, u(s), . . . , u(m)(s)

)
ds

≤ λ

∫ T

0

∣∣∣∣∂
mk

∂tm (t1, s) –
∂mk
∂tm (t2, s)

∣∣∣∣ϕr(s) ds

= λ

∫ t1

0

∣∣∣∣∂
mk

∂tm (t1, s) –
∂mk
∂tm (t2, s)

∣∣∣∣ϕr(s) ds

+ λ

∫ t2

t1

∣∣∣∣∂
mk

∂tm (t1, s) –
∂mk
∂tm (t2, s)

∣∣∣∣ϕr(s) ds

+ λ

∫ T

t2

∣∣∣∣∂
mk

∂tm (t1, s) –
∂mk
∂tm (t2, s)

∣∣∣∣ϕr(s) ds.

From (H1), it is clear that first and third integrals in the last term of previous expression
can be arbitrarily small when |t1 – t2| < δ. Moreover, | ∂mk

∂tm (t1, ·) – ∂mk
∂tm (t2, ·)|ϕr(·) ∈ L1[t1, t2],

and so there exists some δ′ > 0 such that

λ

∫ t2

t1

∣∣∣∣∂
mk

∂tm (t1, s) –
∂mk
∂tm (t2, s)

∣∣∣∣ϕr(s) ds < ε

when |t1 – t2| < δ′.
Therefore it is clear that, for |t1 – t2| < min{δ, δ′}, t1 < t2, there exists a positive constant

κ2 such that

∣∣(T u)(m)(t1) – (T u)(m)(t2)
∣∣ < κ2ε

for all u ∈ B.
Analogously, when |t1 – t2| < δ, t1 > t2, there exists some some positive constant κ3 such

that

∣∣(T u)(m)(t1) – (T u)(m)(t2)
∣∣ < κ3ε

for all u ∈ B.
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We have proved the pointwise equicontinuity on I . Moreover, since I is compact, point-
wise equicontinuity is equivalent to uniform equicontinuity.

This way, we can affirm that T (B) is equicontinuous in Cm(I).
From Ascoli–Arzelà theorem, we deduce thatT (B) is relatively compact in Cm(I). There-

fore, T is completely continuous. �

3 Existence results
In this section, we present two different methods to prove the existence of fixed points of
operator (1). As we will see with the examples given in the next section, our two methods
are not comparable, but complementary, in the sense that some examples can be solved
using one of the methods (but not the other one) and vice-versa.

The first method is based on the fixed point index theory on arbitrary open sets which
might be, in particular, unbounded (see [9] for details). To develop this method, we need
to introduce some notation

Λi :=
∫ T

0
hi(s) ds, Λi :=

∫ bi

ai

ξiφi(s) ds,

Λ̄ := (m + 1) max
{
Λi : i ∈ J

}
and Λ: = max{ξiΛi : i ∈ J1}.

Moreover, we will compute the following limits at 0 and ∞:

f0 := lim inf|x0|,...,|xm|→0
min
t∈I

f (t, x0, . . . , xm)
|x0| + · · · + |xm| , f ∞ := lim sup

|x0|,...,|xm|→∞
max

t∈I

f (t, x0, . . . , xm)
|x0| + · · · + |xm| .

Our main result is the following one.

Theorem 3 Let (H1)–(H7) hold and assume that Λ̄f ∞ < Λf0. Then, for all λ ∈ ( 1
Λf0

, 1
Λ̄f ∞ ),

operator T has a fixed point in the cone K , which is not a trivial solution.

Proof Fix λ ∈ ( 1
Λf0

, 1
Λ̄f ∞ ) and let 0 < ε < f0 be such that 1

Λ(f0–ε) ≤ λ ≤ 1
Λ̄(f ∞+ε) .

Then there exists some δ > 0 such that, when ‖u‖ ≤ δ, the following inequality holds:

f
(
t, u(t), . . . , u(m)(t)

)
> (f0 – ε)

(∣∣u(t)
∣∣ + · · · +

∣∣u(m)(t)
∣∣), ∀t ∈ I.

Define now Ωδ = {u ∈ K ;‖u‖ < δ} and let u ∈ ∂Ωδ . We will prove that T u � u. Indeed, for
t ∈ [ai, bi] and j ∈ J1, the following inequalities are satisfied:

(T u)(j)(t) = λ

∫ T

0

∂ jk
∂tj (t, s)f

(
s, u(s), . . . , u(m)(s)

)
ds

≥ λ

∫ bj

aj

∂ jk
∂tj (t, s)f

(
s, u(s), . . . , u(m)(s)

)
ds

≥ λ

∫ bj

aj

ξjφj(s)f
(
s, u(s), . . . , u(m)(s)

)
ds

> λ

∫ bj

aj

ξjφj(s)(f0 – ε)
(∣∣u(s)

∣∣ + · · · +
∣∣u(m)(s)

∣∣)ds
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≥ λ(f0 – ε)ξj
∥∥u(j)∥∥

[aj ,bj]

∫ bj

aj

ξjφj(s) ds

= λ(f0 – ε)ξj
∥∥u(j)∥∥

[aj ,bj]
Λj ≥ λ(f0 – ε)Λjξju(j)(t).

Taking into account the definition of Λ, we deduce that, for some j ∈ J1, (T u)(j)(t) > u(j)(t)
for all t ∈ [aj, bj]. Therefore T u � u and, from [10, Theorem 2.3.3], we deduce that
iK (T ,Ωδ) = 0.

By the same token, there is some value C̃ > 0 such that if min{|u(i)(t)| : i ∈ J} ≥ C̃, then

f
(
t, u(t), . . . , u(m)(t)

) ≤ (
f ∞ + ε

)(∣∣u(t)
∣∣ + · · · +

∣∣u(m)(t)
∣∣) ≤ (m + 1)

(
f ∞ + ε

)‖u‖, ∀t ∈ I.

Take now C > {δ, C̃} and let ΩC =
⋃m

i=0{u ∈ K : mint∈I |u(i)(t)| < C}. Since ΩC is an un-
bounded subset of the cone K , we need to check that the fixed point index of T with
respect to ΩC , iK (T ,ΩC), can be defined. In particular, iK (T ,ΩC) is well defined only if
the set of fixed points of T in ΩC , that is, (I – T )–1({0}) ∩ ΩC , is compact (see [9]).

Clearly, the continuity of (I – T ) implies that (I – T )–1({0}) ∩ ΩC is closed.
On the other hand, we observe that if (I – T )–1({0}) ∩ ΩC is unbounded, then we would

have an infinite number of fixed points of T in ΩC , which would be, in particular, fixed
points of T in the cone K . Thus, it can be supposed the existence of some positive constant
M such that ‖u‖ < M for all u ∈ (I – T )–1({0}) ∩ ΩC .

Finally, the proof that (I –T )–1({0})∩ΩC is equicontinuous is analogous to the one made
for Lemma 2.

Now, we will prove that ‖T u‖ ≤ ‖u‖ for all u ∈ ∂ΩC . Take u ∈ ∂ΩC , in other words,
u ∈ K satisfying that min{mint∈I |u(i)(t)| : i ∈ J} = C. Then, for i ∈ J ,

∣∣(T u)(i)(t)
∣∣ ≤ λ

∫ T

0

∣∣∣∣∂
ik

∂ti (t, s)
∣∣∣∣f

(
s, u(s), . . . , u(m)(s)

)
ds

≤ λ

∫ T

0
hi(s)f

(
s, u(s), . . . , u(m)(s)

)
ds

≤ (m + 1)λ
∫ T

0
hi(s)

(
f ∞ + ε

)‖u‖ds

= (m + 1)λ
(
f ∞ + ε

)‖u‖Λi ≤ λ
(
f ∞ + ε

)‖u‖Λ̄ ≤ ‖u‖.

As a consequence, ‖T u‖ ≤ ‖u‖ and so, from [10, Theorem 2.3.3], we deduce that
iK (T ,ΩC) = 1.

Therefore, we can ensure the existence of a fixed point of operator T in Ω̄C \ Ωδ . �

We present now another approach to prove both existence and multiplicity of fixed
points of the integral operator T . This method, which is not comparable with the pre-
vious one, is based on the fixed point index theory on bounded sets.

First of all, we need to introduce the following sets:

Kρ =
{

u ∈ K ;‖u‖ < ρ
}

,

Vρ =
{

u ∈ K : min
t∈[ai ,bi]

u(i)(t) < ρ, i ∈ J2,
∥∥u(i)∥∥∞ < ρ, i ∈ J \ J2

}
,

where J2 = {i ∈ J : [ci, di] ≡ I}.
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Moreover, to ensure that the sets Kρ and Vρ are not the same, we need to change con-
dition (H5) into

(H̃5) There exists i0 ∈ {0, . . . , m} such that [ci0 , di0 ] ≡ I and, moreover, {0, 1, . . . , i0} ⊂ J0.
In this situation, it occurs that J2 	= ∅ and therefore Kρ � Vρ � K ρ

c
, being

c = min{ξi : i ∈ J2}. (3)

We formulate sufficient conditions under which the index of the previous sets is either
1 or 0.

Lemma 4 Let 1
N = max{supt∈I

∫ T
0 | ∂ ik

∂ti (t, s)|ds : i ∈ J} and

f ρ = sup

{
f (t, x0, . . . , xm)

ρ
; t ∈ I, xi ∈ [–ρ,ρ], i ∈ J

}
.

If there is some value ρ > 0 for which

λ
f ρ

N
< 1, (I1

ρ)

then iK (T , Kρ) = 1.

Proof Let us see that given u ∈ ∂Kρ and μ ≥ 1, it occurs that T u 	= μu.
Suppose that previous assertion is not true. Then there exist u ∈ ∂Kρ and μ ≥ 1 for

which

μu(i)(t) = λ

∫ T

0

∂ ik
∂ti (t, s)f

(
s, u(s), . . . , u(m)(s)

)
ds.

Now, if we compute the supremum for t ∈ I , we get the following inequalities:

μ
∥∥u(i)∥∥∞ ≤ λ sup

t∈I

∫ T

0

∣∣∣∣∂
ik

∂ti (t, s)
∣∣∣∣f

(
s, u(s), . . . , u(m)(s)

)
ds

≤ λρf ρ sup
t∈I

∫ T

0

∣∣∣∣∂
ik

∂ti (t, s)
∣∣∣∣ds ≤ λρ

f ρ

N
< ρ.

Consequently, μρ = μmax{‖u(i)‖∞ : i ∈ J} < ρ , which contradicts that μ ≥ 1. Thus (see
[9, Corollary 7.4]) iK (T , Kρ) = 1. �

Lemma 5 For i ∈ J1, let 1
Mi

= inft∈[ai ,bi]
∫ bi

ai
∂ ik
∂ti (t, s) ds, and

f i
ρ = inf

{
f (t, x0, . . . , xm)

ρ
: t ∈ [ai, bi], xj ∈

[
0,

ρ

ξj

]
, j ∈ J2, xk ∈ [0,ρ], k ∈ J \ J2

}
.

If there exist some constant ρ > 0 and some index i0 ∈ J1 such that

λ
f i0
ρ

Mi0
> 1, (I0

ρ)

then iK (T , Vρ) = 0.
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Proof Take e(t) = 1 (clearly e ∈ K \ {0}). We will se that u 	= T u + αe for all u ∈ ∂Vρ and
α > 0.

Assume, on the contrary, that there exist u ∈ ∂Vρ and α > 0 such that u = T u + α. Then,
for t ∈ [ai0 , bi0 ],

u(i0)(t) ≥ λ

∫ T

0

∂ i0 k
∂ti0

(t, s)f
(
s, u(s), . . . , u(m)(s)

)
ds

≥ λ

∫ bi0

ai0

∂ i0 k
∂ti0

(t, s)f
(
s, u(s), . . . , u(m)(s)

)
ds

≥ λρf i0
ρ

∫ bi0

ai0

∂ i0 k
∂ti0

(t, s) ds > ρ.

Therefore, u(i0)(t) > ρ for t ∈ [ai0 , bi0 ], which is a contradiction. As a consequence (see
[9, Corollary 7.11]), iK (T , Vρ) = 0. �

Combining the previous lemmas, it is possible to obtain some conditions under which
operator T has one or even multiple fixed points.

Theorem 6 Assume that conditions (H1)–(H4), (H̃5), and (H6)–(H7) hold and let c be de-
fined in (3). If one of the following conditions holds:

(C1) There exist ρ1,ρ2 ∈ (0,∞), ρ1
c < ρ2, such that (I0

ρ1 ) and (I1
ρ2 ) hold,

(C2) There exist ρ1,ρ2 ∈ (0,∞), ρ1 < ρ2, such that (I1
ρ1 ) and (I0

ρ2 ) hold,
then (1) has at least one nontrivial solution in K .

If one of the following conditions holds:
(C3) There exist ρ1,ρ2,ρ3 ∈ (0,∞), ρ1

c < ρ2 < ρ3, such that (I0
ρ1 ), (I1

ρ2 ), and (I0
ρ3 ) hold,

(C4) There exist ρ1,ρ2,ρ3 ∈ (0,∞), with ρ1 < ρ2 and ρ2
c < ρ3, such that (I1

ρ1 ), (I0
ρ2 ), and

(I1
ρ3 ) hold,

then (1) has at least two nontrivial solutions in K .

Analogous results can be obtained to prove the existence of more than two solutions.

4 Examples
Example 7 Consider the following boundary value problem:

⎧⎨
⎩

u(3)(t) = λ
et (|u(t)|+|u′(t)|+|u′′(t)|)

1+(u(t))2 , t ∈ [0, 1],

u(0) = –u(1), u′(0) = 1
2 u′(1), u′′(0) = 0.

(4)

Solutions of (4) correspond to the fixed points of the following operator:

T u(t) = λ

∫ 1

0
G(t, s)f

(
s, u(s), u′(s), u′′(s)

)
ds, t ∈ [0, 1],

where the Green’s function G has the following expression:

G(t, s) =
1
4

⎧⎨
⎩

(1 – s)(–3 + s + 4t), t ≤ s,

(–3 + s(s + 4) + 2t(t + 2) – 8st), s < t.
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We note that this integral operator is a particular case of (1) for T = 1, m = 2, k ≡ G, and
f (t, x, y, z) = et (|x|+|y|+|z|)

1+x2 . We will check now that the kernel G satisfies conditions (H1)–
(H5). To do that, we need to calculate the explicit expression of the first and second partial
derivatives of G,

∂G
∂t

(t, s) =

⎧⎨
⎩

1 – s, t ≤ s,

1 – 2s + t, s < t,

∂2G
∂t2 (t, s) =

⎧⎨
⎩

0, t < s,

1, s < t.

Using this expressions, we are able to check that the required conditions hold:
(H1) Let τ ∈ I be fixed. Both G and ∂G

∂t are uniformly continuous, so the hypothesis is
immediate for i = 0, 1. Moreover, for ∂2G

∂t2 (that is, i = m = 2), we can take Zτ = {τ },
and we have that

∣∣∣∣∂
2G

∂t2 (t, s) –
∂2G
∂t2 (τ , s)

∣∣∣∣ = |1 – 1| = 0, ∀s < min{t, τ }

and

∣∣∣∣∂
2G

∂t2 (t, s) –
∂2G
∂t2 (τ , s)

∣∣∣∣ = |0 – 0| = 0, ∀s > max{t, τ },

so the hypothesis holds.
(H2) It occurs that G(t, s) ≥ 0 for all t ∈ [t0, 1], s ∈ [0, 1], with t0 ≈ 0.6133. Thus, [m0, n0] =

[t0, 1].
Moreover, both ∂G

∂t and ∂2G
∂t2 are nonnegative on the square [0, 1] × [0, 1], which

means that [m1, n1] = [m2, n2] = [0, 1].
(H3) It can be checked that

∣∣G(t, s)
∣∣ ≤ 1

4
(
3 – 4s + s2), for all t ∈ [0, 1], s ∈ [0, 1],

and the equality holds for t = 0 and t = 1, so the choice h0(s) = 1
4 (3 – 4s + s2) is

optimal. This inequality can be easily proved by taking into account that, since ∂G
∂t

is nonnegative, then G(·, s) is nondecreasing for every s ∈ [0, 1] and, therefore,

∣∣G(t, s)
∣∣ ≤ max

{∣∣G(0, s)
∣∣, ∣∣G(1, s)

∣∣} =
1
4
(
3 – 4s + s2).

For the first derivative, it holds that

∣∣∣∣∂G
∂t

(t, s)
∣∣∣∣ ≤ 2(1 – s) for all t ∈ [0, 1], s ∈ [0, 1],

and the equality holds for t = 1, so h1(s) = 2(1 – s) is also optimal.
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Finally,

∣∣∣∣∂
2G

∂t2 (t, s)
∣∣∣∣ ≤ 1 for t ∈ [0, 1] and a.e. s ∈ [0, 1],

and h2(s) = 1 is trivially optimal.
(H4) If we take φ0(s) = h0(s) = 1

4 (3 – 4s + s2), [c0, d0] = [0, 1], and [a0, b0] = [t1, 1] with
t1 > t0 (t0 given in (H2)), it holds that there exists a constant ξ0(t1) ∈ (0, 1) such that

G(t, s) ≥ ξ0(t1)φ0(s) for all t ∈ [t1, 1], s ∈ [0, 1].

We note that the bigger t1 is, the bigger the constant ξ0(t1) is. For instance, if we
take t1 = 0.62, we can choose ξ0 = 1

75 .
With regard to the first derivative of G, it satisfies that

∂G
∂t

(t, s) ≤ 2(1 – s) for all t ∈ [0, 1], s ∈ [0, 1],

that is, we could take φ1(s) = h1(s) = 2(1 – s), [c1, d1] = [0, 1], ξ1 = 1
2 , and [a1, b1] =

[0, 1].
Finally, for the second derivative of G, there do not exist a suitable function φ2

and a constant ξ2 for which the inequalities in (H4) hold.
As a consequence, we deduce that J1 = {0, 1}.
Moreover, it is obvious that

∫ bi
ai

φi(s) ds > 0 for i = 0, 1.
(H5) It is immediately deduced from the proofs of the previous conditions.
Moreover, the nonlinearity f satisfies condition (H6).
We will work in the cone

K =
{

u ∈ C2([0, 1],R
)

: u(t) ≥ 0, t ∈ [t0, 1], u′(t), u′′(t) ≥ 0, t ∈ [0, 1];

min
t∈[t1,1]

u(t) ≥ ξ0(t1)‖u‖[0,1], min
t∈[0,1]

u′(t) ≥ 1
2
∥∥u′∥∥

[0,1]

}
.

With the notation introduced in Sect. 3, we obtain the following values for the constants
involved in Theorem 3:

Λ0 =
1
3

, Λ1 = 1, Λ2 = 1,

and therefore

Λ̄ = 3 max
{
Λ0,Λ1,Λ2} = 3,

Λ0 = ξ0(t1)
(

1
3

–
3
4

t1 +
1
2

t2
1 –

1
12

t3
1

)
, Λ1 =

1
2

,

and so

Λ = max

{
ξ 2

0 (t1)
(

1
3

–
3
4

t1 +
1
2

t2
1 –

1
12

t3
1

)
,

1
4

}
.
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We note that, since ξ0(t1) ∈ (0, 1),

ξ 2
0 (t1)

(
1
3

–
3
4

t1 +
1
2

t2
1 –

1
12

t3
1

)
<

1
3

–
3
4

t1 +
1
2

t2
1 –

1
12

t3
1

and it is easy to see that the right-hand side of previous inequality decreases with t1 and,
in particular, it is always smaller than 1

4 . Thus, Λ = 1
4 , independently of the value of t1.

On the other hand, we obtain the following values for the limits over the nonlinearity f :

f0 = lim inf|x|,|y|,|z|→0
min

t∈[0,1]

et(|x| + |y| + |z|)
(1 + x2)(|x| + |y| + |z|) = lim|x|,|y|,|z|→0

1
(1 + x2)

= 1,

f ∞ = lim sup
|x|,|y|,|z|→∞

max
t∈[0,1]

et(|x| + |y| + |z|)
(1 + x2)(|x| + |y| + |z|) = lim|x|,|y|,|z|→∞

e
(1 + x2)

= 0.

Therefore, from Theorem 3, we deduce that, for all λ ∈ (4,∞), T has at least a fixed
point in the cone K , with independence of the choice of t1. This fixed point is a nontrivial
solution of (4).

On the other hand, we will prove that it is not possible to apply Theorem 6 to this ex-
ample. With the notation introduced in Lemma 5, we have that

f 0
ρ = inf

{
et(|x| + |y| + |z|)

ρ(x2 + 1)
: t ∈ [t1, 1], x ∈

[
0,

ρ

ξ0(t1)

]
, y ∈ [0, 2ρ], z ∈ [0,ρ]

}
= 0

and

f 1
ρ = inf

{
et(|x| + |y| + |z|)

ρ(x2 + 1)
: t ∈ [0, 1], x ∈

[
0,

ρ

ξ0(t1)

]
, y ∈ [0, 2ρ], z ∈ [0,ρ]

}
= 0,

and therefore, there does not exist any ρ such that condition (I0
ρ) holds. Thus Theorem 6

is not applicable to this example.

Example 8 Consider now the following Lidstone fourth order problem:

⎧⎨
⎩

u(4)(t) = λt(eu(t) + (u′(t))2 + (u′′(t))2 + (u′′′(t))2), t ∈ [0, 1],

u(0) = u(1) = u′′(0) = u′′(1) = 0.
(5)

Fourth order differential equations with these boundary conditions have been applied for
studying the bending of simply supported elastic beams [20, 22] or suspension bridges [6,
19].

The solutions of problem (5) coincide with the fixed points of

T u(t) = λ

∫ 1

0
G(t, s)f

(
s, u(s), u′(s), u′′(s), u′′′(s)

)
ds, t ∈ [0, 1],

where G has the following expression:

G(t, s) =
1
6

⎧⎨
⎩

t(1 – s)(2s – s2 – t2), t ≤ s,

s(1 – t)(2t – t2 – s2), s < t.
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Clearly, the previous operator is a particular case of (1) for T = 1, m = 3, k ≡ G, and
f (t, x, y, z, w) = t(ex + y2 + z2 + w2).

Next, we will give the explicit expressions of the first, second, and third derivatives of
the Green’s function:

∂G
∂t

(t, s) =
1
6

⎧⎨
⎩

–(1 – s)(–2s + s2 + 3t2), t ≤ s,

s(2 + s2 + 3t2 – 6t), s < t,

∂2G
∂t2 (t, s) =

⎧⎨
⎩

–t(1 – s), t ≤ s,

–s(1 – t), s < t,

∂3G
∂t3 (t, s) =

⎧⎨
⎩

–(1 – s), t < s,

s, s < t,

and now we will see that they satisfy the required hypotheses:
(H1) As in the previous example, it is easy to verify that this condition holds.
(H2) The Green’s function G is nonnegative on [0, 1] × [0, 1] (in fact, it is positive on

(0, 1) × (0, 1)). Therefore [m0, n0] = [0, 1].
For the first derivative, it holds that

∂G
∂t

(t, s) ≥ 0 for all t ∈ [0, t2], s ∈ [0, 1],

with t2 = 1 –
√

3
3 ≈ 0.42265. Thus [m1, n1] = [0, t2].

With respect to the second derivative, it is immediate to see that it is nonpositive
on its square of definition. However, it is zero on the boundary of the square, so we
could take [m2, n2] = {0} (it would also be possible to choose [m2, n2] = {1}).

Finally, the third derivative is nonnegative on the triangle {(t, s) ∈ [0, 1] × [0, 1] :
s < t}, that is, [m3, n3] = {1}.

(H3) We have that

∣∣G(t, s)
∣∣ = G(t, s) ≤ h0(s) for all t ∈ [0, 1], s ∈ [0, 1],

where

h0(s) =
1

9
√

3

⎧⎨
⎩

s(1 – s2) 3
2 , 0 ≤ s ≤ 1

2 ,

(1 – s)(2s – s2) 3
2 , 1

2 < s ≤ 1.

The previous inequality has been proved in [24].
The previous inequality is optimal in the sense that, for each s ∈ [0, 1], there exists

at least one value of t ∈ [0, 1] for which the equality is satisfied.
Analogously, it holds that

∣∣∣∣∂G
∂t

(t, s)
∣∣∣∣ ≤ h1(s) for all t ∈ [0, 1], s ∈ [0, 1],
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for

h1(s) =
1
6

s(1 – s)

⎧⎨
⎩

2 – s, 0 ≤ s ≤ 1
2 ,

1 + s, 1
2 < s ≤ 1,

and the equality holds for 0 ≤ s ≤ 1
2 at t = 0 and for 1

2 < s ≤ 1 at t = 1, so this choice
of h1 is optimal.

For the second derivative, we have that
∣∣∣∣∂

2G
∂t2 (t, s)

∣∣∣∣ ≤ s(1 – s) ≡ h2(s) for all t ∈ [0, 1], s ∈ [0, 1],

and the inequality is optimal in the same way as for the Green’s function G.
With regard to the third derivative, it satisfies that

∣∣∣∣∂
3G

∂t3 (t, s)
∣∣∣∣ ≤ max{s, 1 – s} ≡ h3(s) for t ∈ [0, 1] and a.e. s ∈ [0, 1],

and the inequality is also optimal.
(H4) If we choose φ0(s) = h0(s), given in (H3), and [c0, d0] = [0, 1], then for any closed

interval [a0, b0] ⊂ (0, 1), it is possible to find a constant ξ0(a0, b0) ∈ (0, 1) such that

G(t, s) ≥ ξ0(a0, b0)φ0(s) for all t ∈ [a0, b0], s ∈ [0, 1].

This has been proved in [24] with an explicit function. Of course, it is satisfied that
the bigger the interval [a0, b0] is, the smaller ξ0(a0, b0) needs to be.

Analogously, we can take φ1(s) = h1(s) and [c1, d1] = [0, 1], and it holds that, for
any interval [0, b1] with b1 < 1 –

√
3

3 , there exists ξ1(b1) ∈ (0, 1) such that

∂G
∂t

(t, s) ≥ ξ1(b1)φ1(s) for all t ∈ [0, b1], s ∈ [0, 1].

Finally, with respect to the second derivative of the Green’s function G, there does
not exist any pair of function φ2 and constant ξ2 such that the inequalities in (H4)
hold. The same occurs with the third derivative of G. Therefore J1 = {0, 1}.

(H5) It is a direct consequence of (H2).
Clearly, f satisfies (H6) and (H7).

As a consequence of the properties of the Green’s function that we have just seen, we
will work in the cone

K =
{

u ∈ C3([0, 1],R
)

: u(t) ≥ 0, t ∈ [0, 1], u′(t) ≥ 0, t ∈ [0, t2],

u′′(t) ≥ 0, t ∈ {0, 1}, u′′′(1) ≥ 0,

min
t∈[a0,b0]

u(t) ≥ ξ0(a0, b0)‖u‖[0,1],

min
t∈[0,b1]

u′(t) ≥ ξ1(b1)
∥∥u′∥∥

[0,1]

}
.

Moreover, we will make all the calculations with the values [a0, b0] = [0.1, 0.9], ξ0 = 1
4 ,

[0, b1] = [0, 1
3 ], and ξ1 = 1

6 .
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In this case, with the notation introduced in Lemma 4, we have that

1
N

= max

{
5

384
,

1
24

,
1
8

,
1
2

}
=

1
2

and

f ρ2 = sup

{
t(ex + y2 + z2 + w2)

ρ2
: t ∈ [0, 1], x, y, z, w ∈ [–ρ2,ρ2]

}
=

eρ2 + 3ρ2
2

ρ2
,

and so (I1
ρ2 ) holds for any λ < 2ρ2

eρ2 +3ρ2
2

.
Analogously, with the notation used in Lemma 5,

1
M0

=
29

7500
,

1
M1

=
7

1944
,

f 0
ρ1 = inf

{
t(ex + y2 + z2 + w2)

ρ1
: t ∈ [0.1, 0.9], x ∈ [0, 4ρ1], y ∈ [0, 6ρ1], z, w ∈ [0,ρ1]

}

=
0.1
ρ1

,

and

f 1
ρ = inf

{
t(ex + y2 + z2 + w2)

ρ1
: t ∈

[
0,

1
3

]
, x ∈ [0, 4ρ1], y ∈ [0, 6ρ1], z, w ∈ [0,ρ1]

}
= 0,

and thus (I0
ρ1 ) holds for λ > 75,000ρ1

29 .
Therefore, as a consequence of (C1) in Theorem 6, for any pair of values ρ1,ρ2 > 0 such

that ρ1 < cρ2 = ρ2
6 and

75,000ρ1

29
<

2ρ2

eρ2 + 3ρ2
2

,

problem (5) has at least a nontrivial solution for all

λ ∈
(

75,000ρ1

29
,

2ρ2

eρ2 + 3ρ2
2

)
.

In particular, there exists at least a nontrivial solution of (5) for all λ ∈ (0, 0.4171).
On the other hand, we obtain that

f0 = lim inf|x|,|y|,|z|,|w|→0
min

t∈[0,1]

t(ex + y2 + z2 + w2)
|x| + |y| + |z| + |w| = 0,

and thus Theorem 3 cannot be applied to this example.

5 Application to some 2n-th order problems
In this section we contribute to filling some gaps on the study of general 2n-th order Lid-
stone boundary value problems; for n ≥ 1, usually the nonlinearities may depend only on
the even derivatives (see, for example, [5, 18, 23, 26]), or general complementary Lidstone
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problems (see [25] and the references therein). Therefore, we consider the following prob-
lem, with a full nonlinearity:

⎧⎨
⎩

u(2n)(t) = f (t, u(t), . . . , u(2n–1)(t)), t ∈ [0, 1],

u(2k)(0) = u(2k)(1) = 0, k = 0, . . . , n – 1,
(6)

and denote by G(t, s) the related Green’s function.
It can be checked that, for n ≥ 2, g(t, s) = ∂2n–4G

∂t2n–4 (t, s) is the Green’s function related to the
problem

⎧⎨
⎩

u(4)(t) = 0, t ∈ [0, 1],

u(0) = u(1) = u′′(0) = u′′(1) = 0,

whose explicit expression has been calculated in Example 8. As a consequence of the cal-
culations made in that example, we know that the following facts hold for n ≥ 2:

• ∂2n–4G
∂t2n–4 (t, s) = g(t, s) ≥ 0 on [0, 1] × [0, 1] and ∂2n–4G

∂t2n–4 (t, s) = 0 on the boundary of the
square.

• ∂2n–3G
∂t2n–3 (t, s) = ∂g

∂t (t, s) ≥ 0 on [0, t2] × [0, 1], with t2 = 1 –
√

3
3 .

• ∂2n–2G
∂t2n–2 (t, s) = ∂2g

∂t2 (t, s) ≤ 0 on [0, 1] × [0, 1], and ∂2n–2G
∂t2n–2 (t, s) = 0 on the boundary of the

square.
• ∂2n–1G

∂t2n–1 (t, s) = ∂3g
∂t3 (1, s) ≥ 0 for s ∈ [0, 1].

With this information, we can obtain some results about the constant sign both of the
derivatives of smaller order of G and of the Green’s function itself.

1. Since ∂2n–4G
∂t2n–4 (t, s) ≥ 0, for n ≥ 3, it holds that for each fixed s ∈ [0, 1], ∂2n–5G

∂t2n–5 (·, s) is
increasing.

Assume that it is nonnegative. Then it would occur that ∂2n–6G
∂t2n–6 (·, s) is also

increasing and, since from the boundary value conditions it holds that
∂2n–6G
∂t2n–6 (0, s) = ∂2n–6G

∂t2n–6 (1, s) = 0, we would conclude that ∂2n–6G
∂t2n–6 (t, s) = 0 on [0, 1] × [0, 1],

which is not possible.
The same argument holds if we assume that ∂2n–5G

∂t2n–5 (·, s) is nonpositive.
Therefore, necessarily ∂2n–5G

∂t2n–5 (·, s) is sign-changing and, since it is increasing, we
know for sure that ∂2n–5G

∂t2n–5 (0, s) < 0 and ∂2n–5G
∂t2n–5 (1, s) > 0 for all s ∈ [0, 1].

2. Now, since ∂2n–5G
∂t2n–5 (·, s) is sign-changing and increasing, ∂2n–6G

∂t2n–6 (·, s) will be first
decreasing and then increasing. This, together with the boundary value conditions
∂2n–6G
∂t2n–6 (0, s) = ∂2n–6G

∂t2n–6 (1, s) = 0, implies that ∂2n–6G
∂t2n–6 is nonpositive.

3. Since ∂2n–6G
∂t2n–6 is nonpositive, we can follow an analogous argument to the one made in

1. to deduce that ∂2n–7G
∂t2n–7 is sign-changing and decreasing. In particular, this implies

that ∂2n–7G
∂t2n–7 (0, s) > 0 and ∂2n–7G

∂t2n–7 (1, s) < 0 for all s ∈ [0, 1] and n ≥ 4.
4. Finally, analogously to 2., we can deduce that ∂2n–8G

∂t2n–8 is nonnegative on [0, 1] × [0, 1]
for n ≥ 4.

We note that we could repeat all the previous arguments iteratively and this way we
could deduce the following sign-criteria for the derivatives of G. So, for n ≥ k

2 :
• If k ≡ 0( mod 4), then ∂2n–k G

∂t2n–k (t, s) ≥ 0 on [0, 1] × [0, 1].
• If k ≡ 1( mod 4), then ∂2n–k G

∂t2n–k (·, s) is sign-changing and increasing for every s ∈ [0, 1].
In particular, ∂2n–k G

∂t2n–k (0, s) < 0 and ∂2n–k G
∂t2n–k (1, s) > 0 for every s ∈ [0, 1].



López-Somoza and Minhós Advances in Difference Equations        (2019) 2019:423 Page 18 of 20

• If k ≡ 2( mod 4), then ∂2n–k G
∂t2n–k (t, s) ≤ 0 on [0, 1] × [0, 1].

• If k ≡ 3( mod 4), then ∂2n–k G
∂t2n–k (·, s) is sign-changing and decreasing for every s ∈ [0, 1].

In particular, ∂2n–k G
∂t2n–k (0, s) > 0 and ∂2n–k G

∂t2n–k (1, s) < 0 for every s ∈ [0, 1].
In particular, if n is even, we could deduce that G(t, s) ≥ 0 on [0, 1]× [0, 1] and, for n odd,

G(t, s) ≤ 0 on [0, 1] × [0, 1].
Therefore, the Green’s function and its derivatives satisfy the required hypotheses:
(H1) As in Example 8, this condition holds as a direct consequence of the general prop-

erties of the Green’s function.
(H2) As we have just proved, we could take [m2n–i, n2n–i] = [0, 1] for i ≡ 0( mod 4),

[m2n–i, n2n–i] = {1} for i ≡ 1( mod 4), [m2n–i, n2n–i] = {0} for i ≡ 2( mod 4), and
[m2n–i, n2n–i] = {0} for i ≡ 3( mod 4).

(H3) It is enough to take hi(s) = max{| ∂ iG
∂ti (t, s)| : t ∈ [0, 1]} for i ∈ J .

(H4) For n ≥ 2, we could take J1 = {2n – 4, 2n – 3}. As a consequence of Example 8, we
know that

∣∣∣∣∂
2n–4G

∂t2n–4 (t, s)
∣∣∣∣ =

∂2n–4G
∂t2n–4 (t, s) = g(t, s) ≤ φ2n–4(s),

with

φ2n–4(s) =
1

9
√

3

⎧⎨
⎩

s(1 – s2) 3
2 , 0 ≤ s ≤ 1

2 ,

(1 – s)(2s – s2) 3
2 , 1

2 < s ≤ 1.

Moreover, it holds that, for any closed interval [a2n–4, b2n–4] ⊂ [0, 1], there exists a
constant ξ2n–4(a2n–4, b2n–4) ∈ (0, 1) such that

∂2n–4G
∂t2n–4 (t, s) ≥ ξ2n–4(a2n–4, b2n–4)φ2n–4(s), for all t ∈ [a2n–4, b2n–4], s ∈ [0, 1].

Analogously, from Example 8 we know that

∣∣∣∣∂
2n–3G

∂t2n–3 (t, s)
∣∣∣∣ =

∣∣∣∣∂g
∂t

(t, s)
∣∣∣∣ ≤ φ2n–3(s) =

1
6

s(1 – s)

⎧⎨
⎩

2 – s, 0 ≤ s ≤ 1
2 ,

1 + s, 1
2 < s ≤ 1,

for all t ∈ [0, 1], s ∈ [0, 1] and for any interval [0, b2n–3] with b2n–3 < 1 –
√

3
3 there

exists ξ2n–3(b2n3 ) ∈ (0, 1) such that

∂2n–3G
∂t2n–3 (t, s) ≥ ξ2n–3(b2n3 )φ2n–3(s) for all t ∈ [0, b2n–3], s ∈ [0, 1].

(H5) As we have already seen, it holds that [m2n–4, n2n–4] = [0, 1].
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Then, we could work in the cone for n ∈N such that n ≥ max{2, i
2 },

K =
{

u ∈ C2n–1([0, 1],R
)

: u(2n–i)(t) ≥ 0, t ∈ [0, 1], i ≡ 0 mod 4;

u(2n–i)(1) ≥ 0, i ≡ 1 mod 4;

u(2n–i)(0) ≥ 0, i ≡ 2 mod 4; u(2n–i)(0) ≥ 0, i ≡ 3 mod 4;

min
t∈[a2n–4,b2n–4]

u(2n–4)(t) ≥ ξ2n–4(a2n–4, b2n–4)
∥∥u(2n–4)∥∥

[0,1];

min
t∈[0,b2n–3]

u(2n–3)(t) ≥ ξ2n–3(b2n–3)
∥∥u(2n–3)∥∥

[0,1]

}
.

Thus, for any nonlinearity f satisfying (H6) and either conditions of Theorem 3 or those
of Theorem 6, it is possible to find nontrivial solution of problem (6).
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