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Análise e simulação numérica de

escoamentos de flui dos

Newtonianos

Resumo

Este trabalho tem como objectivo o estudo matemático e numérico de fluidos New-

tonianos incompresśıveis em diferentes geometrias bidimensionais para escoamentos

não estacionários. Aplicamos o Método de Elementos Finitos para a obtenção de

soluções e analisamos a evolução do escoamento ao longo do tempo.

O nosso estudo para estas equações diferenciais parciais não-lineares é dividido em

três passos fundamentais. Considera-se em primeiro lugar a análise matemática das

propriedades das soluções, tais como a existência, unicidade (bidimensional) e esti-

mativas à priori associadas. A unicidade de solução é ainda um problema em aberto,

no caso tridimensional.

Segue-se o estudo de aproximação numérica com resultados de existência e unicidade

de soluções aproximadas, bem como estimativas de erro à- priori.

Finalmente, apresentamos simulações numéricas que envolvem escoamentos em dife-

rentes geometrias bidimensionais e o comportamento das soluções é discutido.

Palavras-chave: sistema de Navier-Stokes, Método dos Elementos Finitos.
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Abstract

The present work concerns the analysis and numerical simulations of incompressible

Newtonian fluids in different bidimensional geometries for unsteady flows. We apply

the Finite Element Methods to obtain solutions and we analyze the evolution of the

flow over time.

Our study for this non-linear partial differential equations is divided into three main

steps. The mathematical analysis of the properties of the solutions, such as exis-

tence, uniqueness (bidimensional) and associated a-priori estimates have been done.

Uniqueness is still an open problem in the three-dimensional case.

Numerical approximation is next considered and results of existence and uniqueness,

as well as a-priori error estimates are established.

Finally, numerical simulations involving flows of different bidimensional geometries

are presented and the behavior of the solutions is discussed.
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Chapter 1

Introduction

The goal of this work is concerned to numerical approach of the unsteady problem

that models the motion of incompressible Newtonian fluids, in the bidimensional case.

To understand well this subject, we begin by characterizing a fluid and some of its

fundamental properties. More detailed information on this can be found in [21].

When we talk about fluids, we talk about a substance which can not resist a shear

force or stress without moving as a solid can. Fluids are mainly divided into two

categories: liquids and gases.

When fluids are in contact with a surface they exert a normal and tangential force

on the surface. This normal force is present in fluids both at rest and in motion,

whereas tangential (shearing) forces exist only for fluids in motion. Liquids and gases

are unable to exert tensile stresses. Thus the normal force exerted by a fluid on a

surface is always compressive, i.e., it is directed towards the surface. The pressure P

on a planar surface is defined as the compressive normal force applied by the fluid in

the surface, divided by the area of that surface. It is a scalar quantity and its SI unit

is Newtons per square meter (Ne/m2).

When we exert a compressive force on a fluid, its pressure increases while trying to

keep its original volume. This property is called compressibility. In general, liquids1

are called incompressible fluids and gases are compressible fluids.

The viscosity µ is the flow resistance of the fluid which a fluid offers when it is

1The compression should be taken into account whenever liquids are highly pressurized
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2 1. INTRODUCTION

subjected to a tangential force. It is a scalar and its SI unit is Pascal second (Pa s =

Ne s/m2=Kg/(ms)).

The viscosity of a liquid decreases with increasing temperature. The viscosity of fluids

also depends on pressure. The relation between shear stress and velocity gradient is

known as the Newton’s law of viscosity. In general, fluids which obey such relationship

are known as Newtonian fluids (see section 2.3.1).

The density of a fluid is a thermodynamic property which depends on the state of

the fluid. The density is the mass per unitary volume of material, which is a positive

scalar quantity generally denoted by ρ. It is convenient to express the density ρ as

a function of pressure and temperature. The SI unit for the density is kilogram per

cubic meter (Kg/m3).

The reciprocal of density, i.e. the volume per unit of mass, is called the specific

volume, which is generally expressed by the symbol ϑ =
1

ρ
.

In this work we study the behavior of solutions of incompressible Newtonian fluids

on bidimensional geometries.

Given the complex behavior of this fluids, the second order partial differential gov-

erning equations are non-linear and they have the parabolic characteristic. Results

of numerical approach such as existence and unicity of approach solution and error

estimates are obtained. Through the application of the finite element method for the

Navier-Stokes system, we present results of numerical simulations.

The thesis is organized as follows: in chapter 2, we introduce some notions of continu-

um mechanics and we make the deduction of equations that describe the behavior of

fluids under study. In chapter 3, we present the Mathematical Analysis for the Navier-

Stokes equations and after that we introduce some results of functional analysis,

essential to the mathematical and numerical study of Navier-Stokes equations. The

numerical analysis of Navier-Stokes problem is made in chapter 4 and the results of

numerical simulations, which were obtained through a code developed in FreeFem

++, are presented in chapter 5. In appendix we introduce some notation and results

of tensor calculus.



Chapter 2

Constitutive Equations

In this chapter, the deduction of the equations governing the behavior of incompress-

ible Newtonian fluids is done. With this objective we start by introducing some

elementary concepts of mechanics of continuous medium. This subject can be found

in detail, for example in [30, 10, 8].

2.1 Kinematics

In this section, we will derive the partial diferential equations which govern the fluid

motion. With this goal, we ignore the molecular structure of the fluid and face it

as a continuous medium. In the mathematical sense of the term, it means that,

assigning to each point, the macroscopic properties of the actual environment, thus

the properties of the medium are presented by continuous functions.

2.1.1 The motion of continuous medium

To study the kinematic, the motion of the medium which may be thought as continu-

ously occupying, at each time, a portion of space, we can use one of the two references

or frames : Lagrangian or Eulerian (spatial). It is important to understand the mean-

ing of each one.

Consider the Euclidean frame R
d (d = 2, 3) and a time interval I = [t0, T ] ⊂ R.

Suppose that the particle of fluid is on position ξ ∈ Ω0, Ω0 being the domain occupied

3



4 2. CONSTITUTIVE EQUATIONS

by the fluid at the reference initial time t0, called initial or reference configuration

and at time t ∈ I, the portion of space Ωt occupied by the fluid, called current or

spatial configuration. The position of this fluid’s particle is x ∈ Ωt. We describe the

motion or deformation of each particle by a family mapping

χt : Ω0 −→ Ωt

ξ −→ x = x(t, ξ) = χt(ξ)

This mapping is called Lagrangian mapping at time t.

If V0 is a region in Ω0, then χt(V0) = Vt is the volume V0 moving with the fluid.

We assume that χt is continuous and invertible on Ω0, with continuous inverse. The

pair (t, ξ) is called the material or Lagrangian variables and (t,x) is called spatial or

Eulerian variables.

In general, if a function is in the form ψ = ψ(t, ξ) we speak about Lagrangian de-

scription, on the other hand if the function is in the form ψ = ψ(t,x) we speak about

Eulerian description

When using the Eulerian variables as independent variables we are focusing on a

position in space x ∈ Ωt and on the fluid particle which, at that particular time, is

located at x. When using the Lagrangian variables as independent variables we are

interested targeting the fluid particle which was located at position ξ at the reference

time t0. This means that we are following the trajectory Tξ describe by the particle,

which it has occupied the position ξ, given by

Tξ = {(t,x (t, ξ)) , t ∈ I} .

Usually, the equations in Mechanics of Continuous Medium are in Eulerian coordi-

nates because they describe the properties of the fluid’s motion in the current config-

uration but by the inverse of the Lagrangian mapping we know them in the reference

configuration.

2.1.2 The velocity

The fluid velocity is the major kinematic quantity. It is a vector field defined by
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û(t, ξ) =
∂x

∂t
(t, ξ)

in the Lagrangian frame and it denotes the time derivative of trajectory Tξ of the

fluid particle which was located at position ξ at the reference time.

In the Eulerian frame the velocity is defined by

u(t,x) = û(t, χ−1
t (x)).

2.1.3 The material derivative

The material derivative or Lagrangian derivative of a function f is defined as the time

derivative in the Lagrangian frame, yet expressed as function of spatial variables. It

takes into account the fact that the fluid is moving and the positions of fluid particles

are changing along the time.

Let f be a function such that

f : I × Ωt −→ R and f̂ = f ◦ χt

then

Df

Dt
: I × Ωt −→ R

(t,x) −→
Df̂

Dt
(t, ξ), ξ = χ−1

t (x).

So

Df

Dt
(t,x) =

d

dt
f(t,x(t, ξ)) =

[
∂

∂t
(f ◦ χt)

]
◦ χ−1

t (t,x) =

=
∂f

∂t
(t,x) +

d∑

i=1

∂f

∂xi
(t,x) ·

∂xi
∂t

=
∂f

∂t
(t,x) +

d∑

i=1

ui(t,x)
∂f

∂xi
(t,x)

then

Df

Dt
=
∂f

∂t
+ u · ∇f
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describes the rate of variation of f along the trajectory Tξ. This derivative relates to

the time derivatives evaluated on the Lagrangian and Eulerian frames.

A quantity which satisfies
∂f

∂t
= 0 is called stationary, and a motion for which

∂u

∂t
= 0

is a stationary motion.

2.1.4 The acceleration

The acceleration â(t, ξ) of a material point ξ is a vector field defined through

â : I × Ω0 −→ R

(t, ξ) −→ â(t, ξ) =
∂û

∂t
(t, ξ) =

∂2x

∂t2
(t, ξ)

Using the material derivative we write the acceleration in Eulerian frame as

a =
Du

Dt
=
∂u

∂t
+ (u · ∇)u

Componentwise,

ai =
∂ui
∂t

+
d∑

j=1

uj
∂ui
∂xj

, i = 1, . . . , d.

2.1.5 The deformation gradient tensor

The deformation of a portion of a space can be described by the family mapping

{χt}t∈[t0,T ], χt being the function which gives us the position of its points, at time t,

in relation to the reference configuration. The deformation gradient tensor is another

kinematic quantity necessary for the derivation of the mathematical model. This

second order tensor is defined, at each t ∈ I, as

F̂t : Ω0 −→ R
d×d

ξ −→ F̂t(ξ) = ∇ξχt(ξ) =
∂x

∂ξ
(t, ξ)

where ∇ξχt is the derivative of χt in order to Lagrangian variable ξ.

Componentwise,
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[
F̂t

]
ij
=
∂xi
∂ξj

, i, j = 1, . . . , d.

In particular, its determinant Jt = det F̂t > 0 is called the Jacobian of the mapping χt

and it preserves the orientation of the boundary of subdomain mantained by mapping.

This way, taking Vt ⊂ Ωt and V0 = χ−1(Vt) we can write

∫

Vt

f(t,x)dx =

∫

V0

f̂(t, ξ)Jt(ξ)dξ.

The next lemma, whose proof can be found in [8] tells us how to differentiate J(t, ξ)=Jt(ξ).

Lemma 2.1.1 (Euler expansion formula)

D

Dt
Jt(ξ) =

D

Dt
J(t, ξ) = J(t, ξ)∇ · u(t, χt(ξ)). (2.1)

�

With the following theorem we can evaluate the rate of change of a defined integral

over Vt as a function of the integrals of volume and boundary. Its proof can be found

in [24, 10].

Theorem 2.1.1 (Reynolds Transport Theorem)

Let V0 ⊂ Ω0 and Vt ⊂ Ωt be its image under the mapping χt. Let f : I ×Ωt −→ R

be continuosly differentiable with respect to both variables then

d

dt

∫

Vt

f =

∫

Vt

(
Df

Dt
+ f ∇ · u

)
=

∫

Vt

[
∂f

∂t
+∇ · (f u)

]
(2.2)

�

By the divergence theorem, we can rewrite (2.2) as

d

dt

∫

Vt

f =

∫

Vt

∂f

∂t
+

∫

∂Vt

fu.n
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2.1.6 The strain or rate of deformation tensor

The strain tensor or rate of deformation tensor is a kinematic quantity that gives

us information about the variation of volume element form along the time without

rotation effects. The strain tensor may be defined as such that controls the evolution

of the relative positions of points in a fluid element. This tensor is defined by

D(u) =
1

2

[
∇u+ (∇u)t

]
(2.3)

and it is the symmetric part of the velocity gradient.

Componentwise,

[D(u)]ij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
, i, j = 1, . . . , d.

The determinant |D(u)| gives us the volume variation of the continuous medium by

unit of time.

2.2 The Conservation Laws

Taking into account the Lavoisier Law: ”in nature nothing is created, nothing is lost,

everything is transformed”, we can deduce the three basics principles of conservation.

2.2.1 Conservation Law of Mass

The conservation law of mass is a fundamental principle of classical mechanics. This

means that the mass is neither created nor destroyed. This way, during the motion

the body’s mass is unchanged. So, the mass of material contained in V0 is the same

as the one contained in Vt. Mathematically, we can translate this equality by

m(V0) = m (χt (V0)) = m (Vt)

Vt being the material volume at time t, i.e, Vt = χt (V0) the image under the La-

grangian mapping of a subdomain V0 ⊂ Ω0.
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Consider the mass density ρ : I × Ωt −→ R, a strictly positive, measurable function

such that the mass of fluid contained in Vt is given by

∫

Vt

ρ(t,x)dx = m (Vt) .

Fixed Vt ⊂ Ωt we have

0 =
d

dt
m (Vt) =

d

dt

∫

Vt

ρ(t,x)dx.

Applying (2.2) the Reynold Transport Theorem, we obtain the integral form of the

law of conservation of mass

∫

Vt

(
Dρ

Dt
+ ρ∇.u

)
=

∫

Vt

[
∂ρ

∂t
+∇. (ρu)

]
= 0. (2.4)

By the arbitrariness of Vt (2.4) is equivalent to the differential form of the law of

conservation of mass also known as the continuity equation

∂ρ

∂t
+∇. (ρu) = 0. (2.5)

Being ρ = constant, from (2.5) we conclude

∇.u = 0 (2.6)

This kinematic constraint applied to the Euler expansion formula allows to conclude

that
D

Dt
Jt = 0 which is the incompressibility constraint. A flow that satisfies the

incompressibility constraint is called incompressible flow. We remark that all fluid

with constant density is an incompressible flow, but the opposite is not true in general.

It is easy to show that the only possible motions of an incompressible flow are those

which preserve the fluid volume.

2.2.2 Conservation Law of Momentum

The consequences of body motion can not be described simply by velocity, they also

depend on the mass. So, we use the momentum of mass (mass × velocity) to relate
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them. The momentum of the mass at times t of the volume Vt known as linear

momentum is defined by

∫

Vt

ρu

where ρu is the density of the momentum.

The Newton’s second law tells us ”force = mass × accelaration”, i.e,”the rate of

change of momentum of a portion of the fluid equals the force applied to it”.

There are three types of forces acting on a portion of material of a continuum:

• Body forces - these forces act on a volume of fluid in such a way that the

magnitude of the body force is proportional to the mass or volume of the fluid

element. Body forces act on a fluid but are not applied by a fluid. They exert

their influence on fluids at rest and in motion without need for physical contact

between the fluid and the external source of the body force. In general, a body

force must be represented as a function of both position and time by a vector

field f : I × Ωt −→ R
d called specific body force and it is an accelaration, like

the gravity. When these forces are applied on a volume Vt, they are expressed

by

∫

Vt

ρf .

• Surface forces - these forces act on an element of fluid through physical contact.

In general, a surface force must be represented by a vector field

te : I × Γt −→ R
d called applied stresses, defined on a measurable subset of

a domain boundary Γt ⊂ ∂Ωt. These forces exist at every interface involving a

fluid, both on a fluid at rest and in a fluid in motion. The total surface force

depends on the size, shape, and orientation of the surface on which the force

acts, as well as on characteristics of the fluid and its motion. In developing a

model for the surface force, we may distinguish three different situations: the

surface force exerted by a fluid on a structure, the surface force applied to a
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fluid by a structure, and the state of stress in a fluid. The orientation of any

surface is specified by the outward unit normal of the surface.

In a fluid in motion, the surface force per unit area acting on an infinitesimal

surface, generally has both normal and tangential components. Thus, stress in

fluid dynamics is a vector quantity. The surface force acting on a plane surface

element depends on the position, and on the size and orientation of the element.

The total surface force acting on any surface in contact with fluid is given by

∫

Γt

te.

The total surface force is a vector quantity whose components may be solved in

any desired direction.

• Internal continuity forces - these forces are exerted between the continuous

medium particles and they are responsible for maintaining material continuity

during the motion and are modeled taking into account the Principle of Cauchy,

which tells us the only dependence of the internal forces on the geometry of

boundary ∂Vt is through its outward normal n, and the Cauchy Stress Tensor

Theorem.

Theorem 2.2.1 (Principle of Cauchy)

There exist a vector field, called the Cauchy stress field t : I × Ωt × S1 −→ R
d

with S1 =
{
n ∈ R

d : ‖n‖ = 1
}
such that its integral on the surface of any material

domain Vt ⊂ Ωt, is given by

∫

∂Vt

t (t,x,n) dΓ,

where dΓ is the area element and n is the outward normal of ∂Vt, is equivalent to the

resultant of the material continuity forces acting on Vt.

�

Furthermore, we have t = te on ∂Vt ∩ Γt.
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At this point, we can write mathematically the conservation law of linear momentum

as

d

dt

∫

Vt

ρu =

∫

Vt

ρf +

∫

∂Vt

t(t,x,n) (2.7)

for a given arbitrary time t ∈ I and Vt ⊂ Ωt. The equality (2.7) tells us that the

variation of the linear momentum of Vt defined by

d

dt

∫

Vt

ρu

is balanced by the resultant of the internal and the body forces.

Supposing regularity conditions of the Cauchy stresses, we relate the internal conti-

nuity forces to a tensor field, by the following theorem, whose proof can be found in

[29].

Theorem 2.2.2 (Cauchy Stress Tensor Theorem)

Being the body forces f , the density ρ and the fluid acceleration
Du

Dt
bounded

functions on Ωt, for any t ∈ I and the Cauchy stress vector field t is continuously

differentiable with respect to the variable x for each n∈S1=
{
n ∈ R

d : ‖n‖ = 1
}
and

continuous with respect to n. Then, there exists a continuously differentiable sym-

metric tensor field, called Cauchy stress tensor

T : I × Ωt −→ R
d×d

such that

t(t,x,n) = T(t,x) · n, ∀t ∈ I, ∀x ∈ Ωt, ∀n ∈ S1.

�

Therefore, under the hypothesis of Cauchy theorem, we have

• The applied surface forces on ∂Vt ∩ Γt can be expressed by T · n, i.e,

T · n = t = te on ∂Vt ∩ Γt. (2.8)
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• The resultant of the internal forces on Vt can be expressed by

∫

∂Vt

T · n, i.e,

∫

∂Vt

T · n =

∫

∂Vt

te. (2.9)

This allows us to rewrite the principle of linear momentum (2.7) as

d

dt

∫

Vt

ρu =

∫

Vt

ρf +

∫

∂Vt

T · n. (2.10)

Supposing that ∇ ·T is integrable, we can apply the divergence theorem and (2.10)

becomes

d

dt

∫

Vt

ρu =

∫

Vt

ρf +

∫

Vt

∇ ·T. (2.11)

By Reynolds Transport Theorem 2.1.1 we obtain, since ρ is constant and consequently

∇ · u = 0,

d

dt

∫

Vt

ρu =

∫

Vt

[
D(ρu)

Dt
+ ρu∇ · u

]
=

∫

Vt

ρ
D(u)

Dt
. (2.12)

Then, using (2.11) and (2.12), the principle of the linear momentum can be expressed

by

∫

Vt

(
ρ
Du

Dt
− ρf −∇ ·T

)
= 0. (2.13)

By the arbitrariness of Vt, in Ωt (2.13) is equivalent to the differential form of the

principle of the linear momentum

ρ
Du

Dt
−∇ ·T = ρf ⇔ ρ

∂u

∂t
+ ρ(u · ∇)u−∇ ·T = ρf . (2.14)

The non linear term ρ(u · ∇)u is called the convective term.

Componentwise

ρ
∂ui
∂t

+ ρ

d∑

j=1

uj
∂ui
∂xj

−

d∑

j=1

∂Tij
∂xj

= ρfi i = 1, . . . , d.
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2.3 The Constitutive Law

The constitutive law relates the Cauchy stress tensor with the kinematics of different

quantities, in particular, the velocity field. This relations allow us to characterize

the mechanic behavior of fluid. In this work we are concerned with fluids, obeying a

Newtonian behavior.

2.3.1 Newtonian Fluids

As we know, the viscous fluid is characterized by the inability to remain at rest after

being subjected to a tension.

The Newtonian fluids are a subclass of isotropic (direction independent) viscous fluids

to which the stress tensor T is the sum of the tension caused by the thermodynamic

pressure in the fluid, the tension that causes deformation fluid and the tension due

to volumetric expansion. These fluids are called Stokesians Fluids.

For the Newtonian fluids, we assumed that the tension causing both deformation of

the fluid and tension due to volumetric expansion depends only on the strain tensor

D(u). This way, for Stokesians fluids the stress tensor is given by

T = −P I+ F (D(u))

where P is a scalar function called (thermodynamic) pressure (the perpendicular force

per unit area exerted by the continuous medium outside), I is the identity matrix and

F1 is an isotropic tensor.

Newtonian fluids are isotropic viscous fluids to which the stress tensor T is given by

T = −P I+ η∇ · u+ 2µD(u)

where η, the volumic viscosity, multiplies the tension due to volumetric expansion

and µ, the hydrodynamic viscosity multiplies the tension which contributes to the

motion of the fluid. These viscosities verify the relations 3η + 2µ ≥ 0 and µ ≥ 0.

1Let O = {tensor τ : ττ t = τ tτ = I}. We call isotropic tensor for all tensor σ, which is invariant

with respect to O (τστ t = σ, ∀τ ∈ O)
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Intuitively, the viscosity of a fluid is the resistance that it offers to shear stress during

movement.

Here are some properties of Newtonian fluid behavior:

• The Newtonian fluid maintains constant viscosity when subjected to the action

of the forces of shear stress or shear, i.e., it does not change the viscosity with

the variation of shear (tangential component of the strain tensor). The viscosity

is independent from kinematic quantities.

• The Newtonian fluid does not deform under the presence of constant tensions.

• The Newtonian fluid relaxes immediatly with the tension.

• The Newtonian fluid does not vary the normal tension with the shear rate.

• The Newtonian fluids flow react immediately in the presence of threshold ten-

sions or transfer tensions.

In a Newtonian incompressible fluid, the Cauchy stress tensor is a linear function of

the strain tensor. The Cauchy stress tensor can be written in the form

T = −P I+ 2µD (u) = −P I+ µ
[
∇u+ (∇u)t

]
(2.15)

where the term 2µD (u) is often referred as viscous stress component of the stress

tensor. As example of compressible Newtonian fluids, we refer the following gases:

oxygen, hydrogen, air, methane and ammonia. As example of incompressible Newto-

nian fluids we refer the following liquids: water, gasoline, olive oil, etilic alcohol.
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2.3.2 Navier-Stokes Equations

For the Newtonian incompressible fluid, considering that µ is constant, we have (see

the appendix (A− 7))

∇ ·T = ∇ ·
[
−P I+ µ

[
∇u+ (∇u)t

]]

= ∇ · (−P I) +∇ ·
[
µ
[
∇u+ (∇u)t

]]

= −P∇ · I−∇P · I+ µ∇ ·
[
∇u+ (∇u)t

]

= −∇P · I+ µ∇ ·
[
∇u+ (∇u)t

]

= −∇P + µ∇ ·
[
∇u+ (∇u)t

]
, (2.16)

the momentum equation (2.14) may be written as

ρ
∂u

∂t
+ ρ(u · ∇)u+∇P − µ∇ ·

[
∇u+ (∇u)t

]
= ρf ⇔

ρ
∂u

∂t
+ ρ(u · ∇)u+∇P − 2µ∇ ·D(u) = ρf .

(2.17)

Being ρ constant, we define the kinematic viscosity by ν =
µ

ρ
(m2/s) and the pressure

(scalar) by p =
P

ρ
(m2/s2) and we obtain

∂u

∂t
+ (u · ∇)u+∇p− 2ν∇ ·D(u) = f . (2.18)

The system of equations formed by partial differential equations of the law of conser-

vation of mass (2.6) and the momentum equations (2.18)





∂u

∂t
+ (u · ∇)u+∇p− 2ν∇ ·D(u) = f .

∇ · u = 0.

(2.19)

defines the Navier-Stokes equations for the incompressible fluids.

As we have (see appendix (A− 11))

∇ · ∇u = ∆u (2.20)

∇ · (∇u)t = ∇ (∇ · u) = 0 (2.21)
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for the incompressible fluid.

Then, the momentum equation for the incompressible Newtonian fluid with constant

viscosity is

∂u

∂t
+ (u · ∇)u+∇p− ν∆u = f . (2.22)

Using (2.22) we can rewrite the Navier-Stokes equations for the incompressible fluids

as following





∂u

∂t
+ (u · ∇)u+∇p− ν∆u = f

∇ · u = 0.

(2.23)

The Navier-Stokes equations are defined on fixed spatial domain Ω such that Ω ⊂ Ωt,

for all t ∈ I, which cover the region of study. The principal unknowns of this system

are the velocity field u and the scaled pressure p.

To solve the problem, we need to define a velocity of fluid for an initial instant time

t = t0, called the inital velocity u(t0,x) = u0(x), x ∈ Ω.

In some cases, when the fluid is highly viscous, the contribution of the non-linear

convective term (u · ∇)u is negligible compared to the viscous contribution and may

be neglected. We have then the Stokes equations





∂u

∂t
− ν∆u+∇p = f in Ω

∇.u = 0 in Ω

In this case, the motion of the fluid is slow and we consider it highly viscous.

A flow which does not change with time, at any position, is called a steady flow. For

example, when water runs out while the handle is stationary, leaving the opening

constant, the flow is steady. In this case, we have
∂u

∂t
= 0 and this term disappears

in the equations.
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2.3.3 Dimensionless Navier-Stokes equations

This thesis is concerned about flows of incompressible viscous fluids of Newtonian

type. For these fluids, the Cauchy stress tensor is given by T = −pI + 2µD (u),

where p represents the pressure. The equations of conservation of momentum and

mass hold in the domain Ω,

∂u

∂t
+ u · ∇u+∇p− ν∆u = f , ∇ · u = 0. (2.24)

We consider the dimensionless form of this system by introducing the following quan-

tities

x =
x̃

L
, t =

Ut̃

L
, u =

ũ

U
, p =

p̃L

νU
, f =

ρ f̃L2

νU
,

where the symbol˜ is attached to dimensional parameters (L represents a reference

length, U a characteristic velocity of the flow,
L

νU
a characteristic hydrostatic pressure

and
ρL2

νU
a characteristic density of the forces).

We introduce the Reynolds number, which is a dimensionless number. It is defined as

Re =
ρUL

ν
.

The Reynolds number expresses the viscosity of the fluid. A low value for the Reynolds

number identifies a very viscous fluid.

The dimensionless system, defined in [0, T ]× Ω, takes the form





Re
∂u

∂t
−∆u+Reu · ∇u+∇p = f ,

∇ · u = 0,

(2.25)

with the initial condition u(0,x) = u0(x), x ∈ Ω and the boundary conditions

prescribed.
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2.4 Boundary conditions

A well-posed problem in sense of Hadamard means that

• A solution exists

• The solution is unique

• The solution must be stable in the sense that it depends continuously on the

data. In other words, a small change in the given data must produce a small

change in the solution.

To close the mathematical formulation and obtain a well-posed problem it is necessary

to introduce the boundary conditions in the fluid domain appropriately. Normally,

the boundary conditions are driven by physical considerations:

• Dirichlet boundary conditions - mathematically, translated by imposing on the

boundary (or measurable subset), a known velocity field g : I×ΓD −→ R where

ΓD ⊆ ∂Ω, such that u = g on ΓD. ΓD is called kinematic boundary.

These boundary conditions should be applied when the fluid is confined to a

fixed region of space Ω bounded by ∂Ω, where the fluid cannot cross the rigid

boundaries. This means that the normal component of the velocity vector

field must vanish on the boundary (no-penetration condition) and also that the

tangential components of the fluid’s velocity are controlled (no-slip boundary

conditions). For a viscous fluid in contact with a solid boundary, the complete

no-slip, no-penetration boundary condition may be summarized by saying that

the velocity field of the fluid on the boundary is always equal to the velocity of

the boundary at the same point,i.e.,

u = g on ΓD (adherence conditions).

In particular, if the boundary is at rest, then

u = 0 on ΓD.
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and we have homogeneous Dirichlet boundary conditions.

For the incompressible fluids, when ΓD = ∂Ω we have the compatibility condi-

tion

∫

ΓD

g · n = 0

thanks to the divergence theorem

0 =

∫

Ω

∇ · u =

∫

∂Ω

u · n =

∫

∂Ω

g · n.

The Dirichlet boundary conditions can also be applied in the boundary areas

where there is inlet fluid (inflow conditions). In the case of Newtonian fluid,

just set the velocity or surface forces component on the boundary.

• Neumann boundary conditions - mathematically, translated by imposing the

boundary (or measurable subset) the value of normal derivative of velocity field,

i.e.,

∂u

∂n
= ∇u · n = h on ΓN .

If h = 0 then we have homogeneous Neumann boundary conditions. ΓN is

called the static boundary.

This boundary conditions gives us the flux across the boundary ΓN . In par-

ticular, when we have homogeneous Neumann boundary conditions (do-nothing

boundary conditions) it means that there is no-flux on the boundary ΓN . Do-

nothing boundary conditions are probably the best possible general propose

boundary condition for using along outflow boundaries and seems to be sup-

ported from the mathematical point of view by their simplicity and elegance

with the variational framework.
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Often these conditions can be combined with the flux and/or pressure drop con-

ditions and apply equally along both inflow and outflow boundaries (boundaries

where there are inlet or outlet fluid).

A non-friction condition is given by

T · n = −p · n+ 2νD(u) · n = h on ∂Ω (2.26)

Typically, we have h = −pen, where pe is the external pressure. This boundary

condition can be seen as an inflow or outflow condition on fictitious boundary

(for instance, the inlet or the exit, respectivelly, of a tube). Mathematically,

this condition is a Neumann condition for Cauchy tensor.

When h = 0 indicates that there is no normal reaction over the boundary, i.e.,

the liquid is not forced on ΓN , it is free (enter or leave the domain).

Remark:

In order to obtain a well-posed initial boundary value problem for the Navier-Stokes

equations we do not prescribe the boundary value of the pressure or its initial value

because the pressure is in fact fully and uniquely determined by the evolution of the

velocity field u.



22 2. CONSTITUTIVE EQUATIONS



Chapter 3

Mathematical Analysis for

incompressible Navier-Stokes

Equations

In this chapter, we will present the mathematical analysis of the Navier-Stokes equa-

tions for constant density (incompressible) fluids. We refer [13, 33] for details. The

derivation of this equations was given in the previous chapter. We will do an a-priori

estimate for the Navier-Stokes equations. We present some results of existence and

unicity to the solution for problems of type (2.23) with appropriate boundary condi-

tions. For this purpose, we introduce some notations and basic concepts of functional

analysis, useful to the study that follows.

3.1 Notations and elementary results of functional

analysis

More details on the results presented in this section can be found in [5, 4, 36, 1].

Throughout all of our developments, Ω will denote an open bounded domain in Eu-

clidean space R
d, d = 2, 3 with boundary ∂Ω. Generally we will always assume that

Ω is simply connected. We will assume also that its boundary ∂Ω is regular enough,

i.e, locally Ω is below of graph of some function φ and ∂Ω is represented by the graph

23
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of φ and the regularity of ∂Ω is determined by φ.

Let C be an arbitrary set of Rd. We denote by C its closure and by C̊ its interior.

We use bold letters to indicate vectors and the same letter in normal typeface to

indicate their components. Points in Ω or Rd will be denoted by x = (x1, . . . , xd), an

element of volume by dx(=dx1 . . . dxd) and an element of surface area by ds.

For a real function u in Ω, we denote by supp(u) the support of u, that is,

supp(u) = {x ∈ Ω : u(x) 6= 0}.

3.1.1 Continuous functions spaces

Let Ω ⊂ R
d, d = 2, 3 is an open subset.

We denote by C0(Ω) or C(Ω) the vector space of all continuous functions on Ω.

Let u be a sufficiently smooth function. We define the derivative of order α by

Dαu =
∂|α|u

∂xα1

1 , . . . , ∂x
αd

d

for all multi−index α = (α1, . . . , αd) ∈ N
d
0 with |α| =

d∑

i=1

αi.

We denote by Cm(Ω) the vector space of all functions u which, with all their partial

derivatives Dα of orders 0 ≤ |α| ≤ m, are continuous on Ω.

We denote by Cm(Ω) the vector space of all functions u which, with all their partial

derivatives Dα of order α ∈ N
d
0, |α| =

d∑

i=1

αi, are bounded and uniformly continuous

on Ω. Cm(Ω), m > 0 is a Banach space with the norm given by

‖u‖Cm(Ω) = max
0≤|α|≤m

sup
x∈Ω

|(Dαu) (x)| .

We denote by C∞(Ω) the linear space of infinitely differentiable functions. In fact,

C∞(Ω) =
∞⋂

m=0

Cm(Ω).

We denote by Cm
0 (Ω) the subspace of function in Cm(Ω) with compact support.
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3.1.2 Lebesgue space

Let Ω ⊂ R
d, d = 2, 3 is an open, bounded subset with smooth boundary ∂Ω and

x = (x1, . . . , xd) is the point of Ω.

We denote by Lp(Ω), 1 ≤ p <∞, Lebesgue space of real functions defined on Ω with

the p-integrable functions for the Lebesgue measure dx = dx1, . . . , dxd i.e,

Lp(Ω) =

{
u : Ω → R|

∫

Ω

|u(x)|p dx <∞

}
, 1 ≤ p <∞,

The space Lp(Ω) is a Banach space for the norm

‖u‖LP (Ω) =

(∫

Ω

|u(x)|p dx

)1/p

.

This norm verifies the Hölder inequality:

∫

Ω

|uv| dx ≤ ‖u‖Lp(Ω) ‖v‖Lq(Ω) (3.1)

for all functions u ∈ Lp(Ω), v ∈ Lq(Ω) such that 1/p + 1/q = 1. When p = q = 2,

Hölder inequality reduces to Schwarz inequality (see appendix (A− 1)).

For p = ∞, L∞(Ω) is a Banach space of essentially bounded real functions with norm

‖u‖L∞ = sup
x∈Ω

|u(x)| = inf {λ ∈ R : |u(x)| ≤ λ, a.e. x ∈ Ω}

We denote by Lp(Ω) (1 ≤ p < ∞) the space of vector field functions u : Ω → R
d

whose components belongs to Lp(Ω), eqquiped with the norm

‖u‖
Lp(Ω) =

(
d∑

i=1

‖ui‖Lp(Ω)

)1/p

, 1 ≤ p <∞

and

‖u‖
L∞(Ω) = inf {C ∈ R : |ui(x)| ≤ C, i = 1, . . . , d, a.e. x ∈ Ω}

We denote by [Lp(Ω)]d×d (1 ≤ p <∞) the space of tensors fields T : Ω → R
d×d whose

components Tij belongs to L
p(Ω), eqquiped with the norm
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‖T‖
Lp(Ω) =

(
d∑

i=1

d∑

j=1

‖Tij‖Lp(Ω)

)1/p

.

If T,G ∈ [L2(Ω)]
d×d

then we define the scalar product by

(T,G)
L2(Ω) =

∫

Ω

T : Gdx =

∫

Ω

d∑

i=1

d∑

j=1

TijGijdx.

Another important space is the space of functions in LP (Ω) with null measure, i.e.,

Lp0(Ω) =

{
u ∈ Lp(Ω) :

∫

Ω

u dx = 0

}
.

This space is equivalent to the space LP (Ω)/R of functions in Lp(Ω) defined within a

constant.

We denote by Lploc(Ω) the linear space of measurable functions locally p−integrable

in Ω.

We shall need the Young inequality in dealing with integral estimates

ab ≤
ap

p
+
bq

q
, ∀a, b, p, q ∈ R

+ such that
1

p
+

1

q
= 0 (3.2)

Replacing a by ε1/pa and b by ε−1/pa for positive ε we obtain an useful interpolation

inequality

ab ≤
εap

p
+
ε−q/pbq

q
≤ εap + ε−q/pbq (3.3)

3.1.3 Distributions space

Denote the space C∞
0 (Ω) by D(Ω). It is called the test functions space. In D(Ω) we

define the following topology: a sequence {vn} ⊂ D(Ω) converge to v ∈ D(Ω) if there

is a closed bounded subset K ⊂ D(Ω) such that {vn} vanish out of K for each n and

the sequence Dαvn converge uniformly to Dαv in Ω for all α.
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Let D′(Ω) be the space of continuous linear forms in D(Ω) for the topology defined

in D(Ω), i.e, the dual space of D(Ω). For each v ∈ D(Ω) and T ∈ D′(Ω), we define

〈T, v〉 the value of T in v.

For each function u ∈ L1
loc(Ω) we associate a distribution Tu ∈ D′(Ω) defined by

〈Tu, v〉 =

∫

Ω

u(x)v(x)dx, v ∈ D(Ω).

The function u can be identified with the distribution Tu. So, if u ∈ L2(Ω) we have,

for all v ∈ D(Ω)

〈u, v〉 =

∫

Ω

u(x)v(x)dx.

The space D′(Ω) is called the space of distribution.

We define the derivative of order α of distribution T , DαT as being the distribution

defined by

〈DαT, v〉 = (−1)|α| 〈T,Dαv〉 , ∀v ∈ D(Ω).

If there is a function vα ∈ Lp(Ω) such that

〈DαT, v〉 =

∫

Ω

vα(x)v(x)dx

for all v ∈ D(Ω) then we say that DαT is a function in Lp(Ω).

3.1.4 Sobolev spaces

The Sobolev space Hm(Ω), with m being a non-negative integer is the space of func-

tions v∈L2 (Ω) such that all the distributional derivatives of v of order up to m are a

function of L2 (Ω), i.e.,

Hm (Ω) =
{
v ∈ L2 (Ω) : Dαv ∈ L2 (Ω) , ∀α such that |α| ≤ m

}

We observe that H0(Ω) = L2(Ω).
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Hm (Ω) is a Banach space with respect to the norm

‖v‖Hm(Ω) =


∑

|α|≤m

‖Dαv‖2L2(Ω)




1/2

In particular,

‖v‖H1(Ω) =
(
‖v‖2L2(Ω) + ‖∇v‖2L2(Ω)

)1/2
(3.4)

Further, its seminorm is defined as follows:

|v|Hm(Ω) =


∑

|α|=m

‖Dαv‖2L2(Ω)




1/2

In particular,

|v|H1(Ω) = ‖∇v‖L2(Ω) (3.5)

Notice that Hm (Ω) is indeed an Hilbert space with respect to the scalar product

(u, v)Hm(Ω) =
∑

|α|≤m

∫

Ω

DαuDαvdx

Finally, we denote by Hm
0 (Ω) the closure of C∞

0 (Ω) with respect to the norm ‖·‖Hm(Ω)

and with H−m (Ω) the dual space of Hm
0 (Ω).

If Ω has a Lipschitz continuous boundary, Hm (Ω) is indeed the closure of C∞
(
Ω
)

with respect to the norm ‖·‖Hm(Ω). In other words, C∞
(
Ω
)
is dense in Hm (Ω).

We denote by Hm(Ω), m ∈ N0 the space of vector functions u : Ω → R
d whose

components are in Hm(Ω) and whose norm is defined as

‖u‖
Hm(Ω) =

(
d∑

i=1

‖ui‖
2
Hm(Ω)

)1/2

.

Its semi-norm is |u|
Hm(Ω) =

(∑d
i=1 |ui|

2
Hm(Ω)

)1/2
.

The space Hm(Ω) equipped with the scalar product

(u,v)
Hm(Ω) =

d∑

i=1

(ui, vi)Hm(Ω) , u,v ∈ Hm(Ω)
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is an Hilbert space.

Considering the important theorems that follows, whose proof can be found in [5, 4].

Theorem 3.1.1 (Sobolev embeddings)

Let Ω be a bounded domain in R
d with Lipschitz continuous boundary ∂Ω. The

following continuous embeddings hold

• If 0 ≤ s < d
2
, Hs(Ω) →֒ Lp(Ω), p = 2d

d−2s
,

• If s = d
2
, Hs(Ω) →֒ Lq(Ω), 2 ≤ q <∞,

• If s > d
2
, Hs(Ω) →֒ C0(Ω), 2 ≤ q <∞,

�

Theorem 3.1.2 (Green integration formula)

Let Ω be a bounded domain in R
d, (d = 2, 3) with Lipschitz continuous boundary ∂Ω

and n be an unit outer normal along ∂Ω. Let u, v ∈ H1(Ω) then for each component

ni (i = 1, . . . , d) of n there exist the integral and is finite

∫

∂Ω

uvni.

Moreover, we have

∫

Ω

∂u

∂xi
v = −

∫

Ω

u
∂v

∂xi
+

∫

∂Ω

uvni (3.6)

and if u ∈ H2(Ω) then for all v ∈ H1(Ω) we obtain

d∑

i=1

∫

Ω

∂u

∂xi

∂v

∂xi
= −

d∑

i=1

∫

Ω

∂2u

∂x2i
v +

d∑

i=1

∫

∂Ω

ni
∂u

∂xi
v (3.7)

�

Theorem 3.1.3 (Poincaré inequality)

Let Ω be a connected bounded (in at least one direction) subset of Rd, (d = 2, 3).

Then for all k > 0, there exists a constant c = C(d, k,Ω) such that
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‖u‖Hk(Ω) ≤ c |∇u|Hk(Ω) , ∀u ∈ Hk
0 (Ω) (3.8)

�

In particular, ‖∇u‖L2(Ω) = |u|H1(Ω) is a norm on H1
0 (Ω) which is equivalent to the

norm ‖u‖H1(Ω); over H
1
0 (Ω) the integral

∫

Ω

∇u : ∇v is a scalar product which induces

the norm ‖∇u‖L2(Ω) equivalent to the norm ‖u‖H1(Ω).

Theorem 3.1.4 (Korn inequality)

Let Ω be a connected bounded (in at least one direction) subset of Rd, (d = 2, 3).

Suppose that velocity field u ∈ H1(Ω) is null on Γ ⊂ ∂Ω (meas(Γ) > 0). Then, there

exists a constant Ck > 0 such that the following equality is verified

∫

Ω

D(u) : D(u) =

∫

Ω

|D(u)|2 ≥ Ck ‖∇u‖2
L2(Ω) . (3.9)

�

The proof can be found in [7].

3.1.5 Space-time functions

Consider the space-time functions v(t,x), (t,x) ∈ [t0, T ] × Ω and V be a Banach

space. We define, for all p ∈ [1,∞[ the Banach space

Lp(t0, T ;V ) =

{
v : [t0, T ] → V : v is measurable and

(∫ T

t0

||v(t)||pV dt

) 1

p

<∞

}

endowed with the norm

‖v‖Lp(t0,T ;V ) =

(∫ T

t0

‖v(t)‖pV dt

) 1

p

In a similar way, we can define L∞(t0, T ;V ):
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L∞(t0, T ;V ) =

{
v : [t0, T ] → V : v is measurable and sup

t0≤t≤T
‖v(t)‖V

}

endowed with the norm

‖v‖L∞(t0,T ;V ) = sup
t0≤t≤T

‖v(t)‖V

We define the space H1(t0, T ;V ) as follows:

H1(t0, T ;V ) =

{
v ∈ L2(t0, T ;V ) :

∂v

∂t
∈ L2(t0, T ;V )

}

where
∂v

∂t
is the derivative in the sense of distribution with value in V . For instance,

when V = L2(Ω), H1(t0, T ;L
2(Ω)) is the space of functions L2([t0, T ]×Ω) having the

distributional time-derivative in L2(Ω).

3.2 Weak formulation of Navier-Stokes problem

Without loss of generality, we consider an incompressible fluid confined into a domain

Ω with fixed boundary. Mathematically, for each t ∈ [t0, T ] (to simplify, we take from

now t0 = 0), we write the unsteady Navier-Stokes equations with the homogeneous

Dirichlet boundary conditions defined over Ω, a bounded domain of Rd (d = 2, 3),

with a Lipschitz continuous boundary ∂Ω. For reasons that will appear clear later on

we prefer to use the Navier-Stokes equation in the form (2.19). So,





∂u

∂t
+ (u · ∇)u+∇p− 2ν∇ ·D(u) = f , in [0, T ]× Ω

∇ · u = 0, in [0, T ]× Ω

u = 0, on [0, T ]× ∂Ω

u(t = 0,x) = u0(x), ∀x ∈ Ω

(3.10)

where f is a given external force field per unity mass, u is the velocity field, u0 is the

known initial velocity field and like we defined in section 2.3.2 p is the rate between



32 3. MATHEMATICAL ANALYSIS FOR INCOMPRESSIBLE NAVIER-STOKES EQUATIONS

the pressure and the density, ν is the constant kinematic viscosity.

The weak formulation, called variational formulation, of Navier-Stokes problem, con-

sists on the integral equations over Ω obtained by integration, after multiply the

momentum equation and continuity equation by appropriate test functions.

Let us suppose that u ∈ C2
(
[0, T ]× Ω

)
and p ∈ C1

(
[0, T ]× Ω

)
are the classical

(or strong) solution of (3.10). Consider the space V = H1
0 (Ω) and take v ∈ V an

arbitrary test function. Taking the scalar product between the momentum equation

and v, we obtain

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v +

∫

Ω

∇p · v − 2ν

∫

Ω

∇ ·D(u) · v =

∫

Ω

f · v (3.11)

Applying the Green’s formulas (theorem 3.1.2) to (3.11) we have

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v +

∫

∂Ω

v · pn+ 2ν

∫

Ω

D(u) : ∇v −
∫

∂Ω

(2νD(u) · n) · v =

∫

Ω

f · v ⇔
∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v + 2ν

∫

Ω

D(u) : ∇v =

=

∫

Ω

f · v +

∫

∂Ω

v · (2νD(u) · n− pn) (3.12)

Taking into account v vanish on the boundary, the variational form to the momentum

equation is

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v + 2ν

∫

Ω

D(u) : ∇v =

∫

Ω

f · v (3.13)

Knowing that (see appendix (A− 12))

∫

Ω

D(u) : ∇v =

∫

Ω

D(u) : D(v) (3.14)

we rewrite the variational form of the momentum equation as

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v + 2ν

∫

Ω

D(u) : D(v) =

∫

Ω

f · v (3.15)
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As we take a Dirichlet problem, the pressure is determined only up to a constant1,

since it appears in the equations only through its gradient. So, we consider the space

Q = L2
0 (Ω) and take q ∈ Q and we multiply the continuity equation by q and integrate

over Ω. Then, we obtain

∫

Ω

∇ · u q = 0 (3.16)

The variational form to Navier-Stokes problem reads:

∀t ∈ [0, T ], given f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ H1
0(Ω) with ∇ · u0 = 0, find

(u, p) ∈ L2(0, T ;V)× L2(0, T ;Q) such that





∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v + 2ν

∫

Ω

D(u) : D(v) =

∫

Ω

f · v, ∀v ∈ V

∫

Ω

q∇ · u = 0, ∀q ∈ Q

u(0) = u0

(3.17)

Lemma 3.2.1

Problem (3.10) and Problem (3.17) are equivalent. �

Proof

Taking into account the following inclusions L2(0, T ;V) ⊂ C2
(
[0, T ]× Ω

)
and

L2(0, T ;Q) ⊂ C1
(
[0, T ]× Ω

)
, it is immediate that a smooth solution (u, p) of (3.10) is

the solution of (3.17), i.e., (u, p) is also a weak solution of the Navier-Stokes problem.

Conversely, considering (u, p) ∈ L2(0, T ;V) × L2(0, T ;Q), solution of (3.17). Let t

be arbitrarily fixed, hence u ≡ u(t) ∈ V and p ≡ p(t) ∈ Q. Taking a test function

1To compute an unique value for the pressure it is necessary to fix a constant with a zero-mean

constraint.
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v ∈ D(Ω), using (3.14), by applying Green’s formula

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · u−

∫

Ω

p∇ · v + 2ν

∫

Ω

D(u) : D(v) =

∫

Ω

f · v ⇔

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

∇p · v + 2ν

∫

Ω

∇ ·D(u) · v =

=

∫

Ω

f · v −

∫

∂Ω

v · (2νD(u) · n− pn) .

As supp(v) is compact then results

∫

∂Ω

v · (2νD(u) · n− pn) = 0, so

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v + 2ν

∫

Ω

D(u) : ∇v =

∫

Ω

f · v, ∀v ∈ D(Ω).

By density,
∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v + 2ν

∫

Ω

D(u) : ∇v =

∫

Ω

f · v ⇔

∫

Ω

(
∂u

∂t
+ (u · ∇)u−∇p+ 2νD(u)− f

)
· v = 0, ∀v ∈ L2(Ω) ⇔

∂u

∂t
+ (u · ∇)u−∇p+ 2νD(u)− f = 0 a.e. in Ω

i.e.

∂u

∂t
(t) + (u(t) · ∇)u(t)−∇p(t) + 2νD(u(t))− f(t) = 0 a.e. in Ω

Given the arbitrariness of t we conclude

∂u

∂t
+ (u · ∇)u−∇p+ 2νD(u)− f = 0 a.e. in [0, T ]× Ω

As u ∈ L2(0, T ;V) then u = 0 on [0, T ]× ∂Ω.

We conclude this way that the solution of 3.17 is also a (weak) solution of Problem

(3.10). �
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3.2.1 Abstract formulation

Define as follows forms:

a(u,v) = 2ν (D(u),D(v)) = 2ν

∫

Ω

D(u) : D(v) (3.18)

b(v, p) = −(p,∇ · v) = −

∫

Ω

p∇ · v (3.19)

c(w,u,v) = ((w · ∇)u,v) =

∫

Ω

(w · ∇)u · v (3.20)

Lemma 3.2.2

The forms a : V × V −→ R and b : V × Q −→ R, defined by (3.18) and

(3.19) respectivelly, are continuous with respect to their arguments. Moreover, a(·, ·)

is coercive (V-elliptic), i.e.,

∃α > 0 : a(v,v) ≥ α ‖v‖2
H1(Ω) , ∀v ∈ V.

�

Proof

Let u,v ∈ V be arbitrary vector field functions. Using the equality (see appendix

(A− 13))

∫

Ω

D(u) : D(v) =

∫

Ω

∇u : ∇v. (3.21)

the continuity of bilinear form a(·, ·) is an immediate consequence of Hölder inequality

with p = q = 2 (Cauchy-Schwarz inequality). So,

|a(u,v)| =

∣∣∣∣2ν
∫

Ω

D(u) : D(v)

∣∣∣∣ =
∣∣∣∣2ν
∫

Ω

∇u : ∇v

∣∣∣∣ ≤︸︷︷︸
Holder

2ν ‖∇u‖
L2(Ω) ‖∇v‖

L2(Ω)

≤︸︷︷︸
def.normH1

ν ‖u‖
H1(Ω) ‖v‖H1(Ω)(3.22)

Considering q ∈ L2
0(Ω) an arbitrary function, we have by Hölder inequality with

p = q = 2

|b(u, q)| =

∣∣∣∣
∫

Ω

∇ · u q

∣∣∣∣ ≤︸︷︷︸
Holder

‖∇ · u‖
L2(Ω) ‖q‖L2(Ω) ≤︸︷︷︸

def.normH1

‖u‖
H1(Ω) ‖q‖L2(Ω) .

(3.23)
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To prove the coercivity of bilinear form a(·, ·) we take an arbitrary vector field

functions v in V and u in V such that ∇ · u = 0. By the inequalities of Korn (3.9)

and Poincaré (3.8) we obtain

a(u,u) = 2ν

∫

Ω

|D(u)|2 ≥ 2νCk |u|H1(Ω) ≥
2νCk
c2p + 1

‖u‖
H1(Ω)

being Ck and cp the constants in Korn and Poincaré inequality respectively. �

Lemma 3.2.3

The form c : V ×V ×V −→ R, defined by (3.20), is continuous with respect to

its arguments. �

Proof

Let u,v,w ∈ V be arbitrary functions. So, ∇u ∈ L2(Ω). From theorem 3.1.1,

we have H1(Ω) →֒ L6(Ω) for d = 2, 3 and consequentely H1(Ω) →֒ L4(Ω). Then,

w,v ∈ L4(Ω) hence wv ∈ L2(Ω).

Considering the c(w,u,v) =

∫

Ω

(w · ∇)u · v componentwise, we have, by Cauchy-

Schwarz inequality

∫

Ω

wi
∂uk
∂xi

vk ≤

[∫

Ω

(wivk)
2

] 1

2

[∫

Ω

(
∂uk
∂xi

)2
] 1

2

≤

(∫

Ω

w4
i

) 1

4
(∫

Ω

v4k

) 1

4

[∫

Ω

(
∂uk
∂xi

)2
] 1

2

≤ ‖wi‖L4(Ω)‖vk‖L4(Ω)‖uk‖H1
0
(Ω)

Thanks to the continuous embedding H1(Ω) →֒ L4(Ω), there is a positive constant

C such that

∫

Ω

wi
∂uk
∂xi

vk| ≤ C2‖wi‖H1(Ω)‖vk‖H1(Ω)‖uk‖H1
0
(Ω) ≤ C2‖wi‖H1(Ω)‖vk‖H1(Ω)‖uk‖H1(Ω)

It follows that, there is a positive constant K such that
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|c(w,u,v)| ≤ K‖w‖H1(Ω)‖u‖H1(Ω)‖v‖H1(Ω) ∀u,v,w ∈ H1(Ω). (3.24)

�

Lemma 3.2.4

Let v,w ∈ H1(Ω) with ∇ ·w = 0 in Ω and w · n = 0 on ∂Ω, ∀t ∈ [0, T ]. Then,

we have

c(w,v,v) = 0. (3.25)

and

c(w,u,v) = −c(w,v,u). (3.26)

�

Proof

Let v ∈ D(Ω) and w ∈ H1(Ω). By Green’s theorem,

c(w,v,v) =
d∑

i,j=1

∫

Ω

wj
∂vi
∂xj

vi =
d∑

i,j=1

∫

Ω

wj
1

2

∂v2i
∂xj

= −
1

2

d∑

i,j=1

(∫

Ω

∂wj
∂xj

vi +

∫

∂Ω

wjnjvi

)

By hypothesis ∇ ·w = 0 and w · n = 0 on ∂Ω then we have

c(w,v,v) = 0.

Consider (3.25) and replace v by u+ v. By definition of c(·, ·, ·) results

0 = c(w,u+ v,u+ v) ⇔ c(w,u,v) + c(w,v,u) ⇔ c(w,u,v) = −c(w,v,u)

�

Taking into account the definition of forms a(·, ·), b(·, ·) and c(·, ·, ·), we can reformu-

late the variational formulation of Navier-stokes problem as follows:
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∀t ∈ [0, T ], given f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ H1
0(Ω) with ∇ · u0 = 0, find

(u, p) ∈ L2(0, T ;V)× L2(0, T ;Q) such that





(
∂u

∂t
,v

)
+ a(u,v) + c(u,u,v) + b(v, p) = (f ,v), ∀v ∈ V

b(u, q) = 0 ∀q ∈ Q

u(0) = u0

(3.27)

We define Vdiv = {v ∈ H1
0(Ω) : ∇ · v = 0}. Taking v ∈ Vdiv results the bilinear

form b(v, p) = 0. This suggests the following weak formulation of the problem (3.27):

Given f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ Vdiv, find (u, p) ∈ L2 (0, T ;Vdiv)×L
2 (0, T ;Q)

such that




(
∂u

∂t
,v

)
+ a(u,v) + c(u;u,v) = (f ,v) ∀v ∈ Vdiv

u(0) = u0

(3.28)

The following lemma guarantees that Problem (3.27) is equivalent to Problem (3.28).

Lemma 3.2.5

Any solution of Problem (3.27) is a solution of Problem (3.28); the inverse is also

verified. �

Proof

It is trivial that any solution of Problem (3.27) is an also solution of Problem

(3.28), since if u satisfies (3.27) then u ∈ Vdiv ⊂ V satisfies (3.28).

To demonstrate the inverse we need the following lemma whose proof can be found

in [13].

Lemma 3.2.6

Let Ω be a domain of R (d=2,3) and let l ∈ V′2. Then l(v) = 0, ∀v ∈ Vdiv if

and only if there exists an unique function p ∈ L2
0(Ω) such that

2
V

′ = (H1
0(Ω))

′ = H
−1
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l(v) = (p,∇ · v) =

∫

Ω

p∇ · v, ∀v ∈ V. (3.29)

�

Let u be a solution of Problem (3.28). We consider the linear functional

l : v −→ l(v) =

(
∂u

∂t
,v

)
+ a(u,v) + c(u,u,v)− (f ,v), ∀v ∈ V

The functional l is continuous over V, since by the triangular, Cauchy-Schwarz

and Poincaré’s inequality, (3.22) and (3.24)

|l(v)| ≤

∥∥∥∥
∂u

∂t

∥∥∥∥
V

‖v‖
V
+ 2ν ‖u‖

V
‖v‖

V
+K ‖u‖

V
‖u‖

V
‖v‖

V
+ ‖f‖

L2(Ω) ‖v‖V

≤

(∥∥∥∥
∂u

∂t

∥∥∥∥
V

+ 2ν ‖u‖
V
+K ‖u‖

V
‖u‖

V
+ ‖f‖

L2(Ω)

)
‖v‖

V
(3.30)

So, it is clear that l ∈ V′, being a linear continuous functional on V.

As u is solution of Problem (3.28), we have l(v) = 0 over V.

By lemma 3.2.6 there is an unique p ∈ L2
0(Ω) such that l(v) = (p,∇ · v), then

(p,∇ · v) =

(
∂u

∂t
,v

)
+ a(u,v) + c(u,u,v)− (f ,v), ∀v ∈ V ⇔

(
∂u

∂t
,v

)
+ a(u,v) + c(u,u,v)− (p,∇ · v) = (f ,v), ∀v ∈ V

So we conclude that u is solution of 3.27. �

3.2.2 Existence and uniqueness of solution

In three-dimensional case there is a gap between the class functions where the exis-

tence is known, and the smaller classes, where uniqueness is proved due to lack of

information concerning the regularity of the weak solutions.

For this dimension, Martine Marion and Roger Temam stated that:

• There exists for all time a weak (nonsmooth) solution, but it may not be unique;

• If a strong (smooth) solution exists for all time then it is unique; but we do not

know if such a solution exists for all time;
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• A strong solution exists on a certain interval of time [0, t1], where t1 depends

on the data; Furthermore on [0, t1], the solution can be as smooth as the data

permits;

• When a strong solution exists on an interval of time, then no other weak solution

exists on the same interval of time.

The solution’s regularity in three-dimensional case that we can prove, is weaker than

those of two-dimensional case. More details on these issues, as well as the existence

and uniqueness theorems for d = 3 can be found in [13, 33].

In this section, we limit ourselves to present two theorems of existence and uniqueness

of the bidimensional Navier-Stokes problem without proof. Other theorems can be

proven to be more regular solutions since we assume more regularity in the data

[13, 33].

Theorem 3.2.1

Let k ≥ −1 be an integer and Ω a bounded domain in R
2 of class Cm,

m = max {k + 2, 2}. Then, for any f ∈ L2(0, T ;Hk(Ω)) and u0 ∈ H1(Ω). Then

Problem (3.27) admits an unique solution (u, p) such that

u ∈ L∞(0, T ;Hk+2 ∩H1
0(Ω)), p ∈ C(0, T ;Hk+1 ∩ L2

0(Ω)) (3.31)

�

Theorem 3.2.2

Let Ω be an open Lipschitz subset of R
2 bounded and the space

H = {u ∈ L2(Ω) : ∇ · u = 0}. Consider the given f ∈ L2(0, T ;H−1(Ω)) and

u0∈H(Ω). Then there exists and it is unique u ∈ L2(0, T ;V) which is solution of

Problem (3.28). Moreover,

u ∈ L∞(0, T ;H) (3.32)

and u is continuous from [0, T ] into H.

�
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3.2.3 Energy inequality

The stability criterion is essential for physical problems. A mathematical problem

is usually considered physically realistic if a small change in given data produces

correspondingly a small change in the solution, i.e, the solution depends continuously

on the data. We can use energy inequalty to see if the mathematical problem (3.10)

is physically realistic.

Lemma 3.2.7 (Energy inequality)

Let u ∈ L2(0, T ;V) be a solution of (3.27), ∀t > 0 then the following inequality

holds

‖u(t)‖2
L2(Ω)+2νCk

∫ t

0

‖∇u(σ)‖2
L2(Ω) dσ ≤

Cp
2νCk

∫ t

0

‖f(σ)‖2
L2(Ω) dσ+‖u0‖

2
L2(Ω) (3.33)

�

Remark:

For all t > 0, u ∈ L2(0, T ;Vdiv) the solution of (3.28) verifies also (3.33)

This inequality provides an a-priori stability for the solution of Navier-stokes equa-

tions.

Proof

Multiplying the first of (3.10) by u and integrating over the domain Ω we obtain

∫

Ω

∂u

∂t
· u+

∫

Ω

(u · ∇)u · u+

∫

Ω

∇p · u− 2ν

∫

Ω

∇ ·D(u) · u =

∫

Ω

f · u (3.34)

By Reynolds Transport Theorem 2.1.1 the kinetic energy of the fluid (energy

associated with fluid in motion) holds3

e(u) =

∫

Ω

∂u

∂t
· u =

∫

Ω

1

2

(
2
∂u

∂t
· u

)
=

1

2

∫

Ω

∂

∂t
|u|2

=
1

2

d

dt

∫

Ω

|u|2 −

∫

∂Ω

u |u|2 .n =
1

2

d

dt

∫

Ω

|u|2 =
1

2

d

dt
‖u‖2

L2(Ω) (3.35)

3with the calculations that follow we can conclude that
(
∂u
∂t
,v
)
=
∫
Ω

∂u
∂t

·v = d
dt

∫
Ω
u·v = d

dt
(u,v).
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and by Korn inequality (3.9)4

−

∫

Ω

∇ ·D(u) · u =

∫

Ω

D(u) : ∇u+

∫

Ω

D(u) · u · u =

∫

Ω

|D(u)|2 ≥ Ck ‖∇u‖2
L2(Ω) .

(3.36)

By (3.25) we conclude that the term

∫

Ω

(u · ∇)u · u = 0. (3.37)

Finally the term

∫

Ω

∇p · u = −

∫

Ω

p∇ · u+

∫

∂Ω

pn · u = 0 (3.38)

By (3.35), (3.36) (3.37) and (3.38), applying (3.3) we obtain

d

dt
‖u‖2

L2(Ω) + 4νCk

∫

Ω

‖∇u)‖2
L2(Ω) ≤

d

dt
‖u‖2

L2(Ω) + 4νCk

∫

Ω

|D(u)|2 =

=

∫

Ω

∂u

∂t
· u+

∫

Ω

(u · ∇)u · u+

∫

Ω

∇p · u− 2ν

∫

Ω

∇ ·D(u) · u =

= 2

∫

Ω

f · u ≤
1

ε
‖f‖2

L2(Ω) + ε ‖u‖2
L2(Ω)

≤
1

ε
‖f‖2

L2(Ω) + ε ‖u‖2
H1(Ω) , ∀ε > 0 (3.39)

Applying (3.8) and taking ε =
2νCk
Cp

(with Ck and Cp the Korn’s and Poincaré’s

constants, respectivelly), we obtain

d

dt
‖u‖2

L2(Ω) + 2νCk

∫

Ω

‖∇u)|2
L2(Ω) ≤

Cp
2νCk

‖f‖2
L2(Ω) (3.40)

4In fact, we limit inferiorly the enstrophy E(u) (quantity directly related to the kinetic energy

in the flow model that corresponds to dissipation effects in the fluid), since E(u) =
∫
Ω
|∇u|

2
=

∫
Ω
2 |D(u)|

2
by (A− 13)
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By integrating between 0 and t we have

∫ t

0

d

dt
‖u(σ)‖2

L2(Ω) dσ + 2νCk

∫ t

0

‖∇u(σ)‖2
L2(Ω) dσ ≤

Cp
2νCk

∫ t

0

‖f(σ)‖2
L2(Ω) dσ ⇔

⇔ ‖u(t)‖2
L2(Ω) − ‖u(0)‖2

L2(Ω) + 2νCk

∫ t

0

‖∇u(σ)‖2
L2(Ω) dσ ≤

Cp
2νCk

∫ t

0

‖f(σ)‖2
L2(Ω) dσ

⇔ ‖u(t)‖2
L2(Ω) + 2νCk

∫ t

0

‖∇u(σ)‖2
L2(Ω) ≤

Cp
2νCk

∫ t

0

‖f(σ)‖2
L2(Ω) dσ + ‖u0‖

2
L2(Ω)

�
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Chapter 4

Numerical Analysis for

Navier-Stokes Flow

In this chapter, the analysis of an approximate problem corresponding to the unsteady

Navier-Stokes model with a constant viscosity is carried out. Existence and unique-

ness of approximate solutions are proved and corresponding estimates are given.

Our aim here is the numerical analysis of an approximate problem corresponding to

the continuous system (2.23) studied in chapter 2, in the case of a bidimensional

classical Navier-Stokes model.

In the next section, we introduce some basic concepts about Finite Element Method

(FEM). The FEM is a method which approaches the solution of partial differential

equations (PDEs) and is a general technique for constructing approximate solutions

to boundary value problems in dimension d (d ≤ 3). Finite element method is widely

used in diverse fields to solve static and dynamic problems − solid mechanics, fluid

mechanics, electromagnetics, biomechanics, etc.

All results will be presented here for the two-dimensional case, where we will do the

application of these concepts and present of numerical simulations.

Although there are several types of finite elements, in the following, we deal only with

the discretization of the Navier-Stokes problem, using a Lagrange Finite Element of

type P2 − P1.

45
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4.1 Finite Element Method

The solution (u, p) of the problem (3.27) lives in a space of infinite dimension. In

this circumstance, it is generally impossible to calculate the exact solution. Then we

determine an approximation of u and p, respectivelly uh and ph, each one defined in

finite dimensional appropriate spaces Vh, such that dimVh = I(h)
(
lim
h→0

I(h) = +∞
)

and dependent on a parameter h > 0. These spaces are formed by polynomials and

for all function vh in Vh (in particular uh and ph for the appropriate spaces) we have

vh =
I∑

i=1

αiφi, αi ∈ R, i = 1, . . . , I where {φ1, . . . ,φI} is a basis of Vh. This is the

principle of the Finite Element Method.

The FEM can be studied in details in [3, 24, 26, 2, 13]. Here we introduce a few

basic concepts. Consider m distinct points pi (i = 1, . . . ,m) in Ω and decompose the

domain Ω into finite number of subdomains Ωe with vertices in the set {p1, . . . , pm}.

The union of these subdomains, called finite elements, such that Ω =
N⋃

e=1

Ωe = Ωh,

is called the mesh of Ω and the m points pi are called the nodes of Ω. Here Ωe may

or may not be polygon. If Ωe is a polygon and Ω is not then we can not approach

the boundary very well and we have Ωh =
N⋃

e=1

Ωe ⊂ Ω. In this case we must take into

account the error of discretization.

Figure 4.1: Example of a non polygonal domain discretized by polygons.

For sake of clarity, we assume that Ω =
N⋃

e=1

Ωe = Ωh. So we consider each subdomain

as a triangle T with non−empty interior such that the interior of two distinct triangles



4.1. FINITE ELEMENT METHOD 47

Ti and Tj are disjoint (i 6= j; i, j = 1, . . . , N) and every boundary of Ti is a boundary of

another triangle (the triangles are adjacents or part of boundary ∂Ω), i.e, we consider

a triangulation Th of Ω constructed by non degenerated triangles. The parameter h is

the diameter of the triangulation Th given by h = max
T∈Th

hT , where hT is the diameter

of the circumscribed circle into T .

For the following we consider an uniform regular mesh Th. This means that all the

triangles have approximately the same size. In this circumstance there exists positive

constants C1, C2 independent of h and T such that

hT
ρT

≤ C1, ∀T ∈ Th,

where ρT is the diameter of the inscribed circle into T and

C2h ≤ hT , ∀T ∈ Th

For this mesh we define a set of appropriate basis functions {φ1(x, y), ...φm(x, y)}

such that for all function v in Th we define the interpolation as

v(x, y) =
m∑

i=1

viφi(x, y) (4.1)

where, for all i ∈ {1, . . . ,m}, vi is the value of the function φ at the node i of the

mesh and the basis function φi has the following property (i, j = 1, . . . ,m)

φi(xj, yj) = δij (δij is the Kronecker symbol)

To avoid setting m basis functions we introduce the master element as the triangle

T̂ with the vertices â1 = (0, 0), â2 = (1, 0) and â3 = (0, 1). Given an arbitrary

triangle T with vertices ai = (xi, yi), i = 1, 2, 3, there exist only one invertible affine

transformation (figure 4.2)

FT : R2 → R
2

x̂ → BT x̂+ bT = x

with inverse F−1
T (x) = B−1

T (x−bT ) where BT =


 x2 − x1 x3 − x1

y2 − y1 y3 − y1


 is an invertible

matrix and bT =


 x1

y1


 is a vector, such that FT (âi) = ai, i = 1, 2, 3.
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FT

T

T̂

x̂

ŷ y

x

1

10

a3

a1

a2

ρT
< >

Figure 4.2: Affine map from the reference triangle T̂ to the generic element T ∈ Th.

For all function v defined over T , we associate bijectively the function v̂ defined over

T̂ by

∀x̂ ∈ T̂ , v̂(x̂) = v(x) = v (FT (x̂)) = v ◦ FT (x̂) .

As FT is invertible, we have also

∀x ∈ T, v(x) = v̂(x̂) = v̂
(
F−1
T (x)

)
= v̂ ◦ F−1

T (x)

This way we can work only over master triangle T̂ .

We can prove (see [24]) that there exists a constant C = C(k) such that

|v̂|Hk(T̂) ≤ C ‖BT‖
k |detBT |

−1/2|v|Hk(T ), ∀v ∈ Hk(T )

and

|v|Hk(T ) ≤ C
∥∥B−1

T

∥∥k |detBT |
1/2|v̂|Hk(T ), ∀v̂ ∈ Hk(T̂ )

where ‖.‖ is the matrix norm associated to the Euclidean norm in R
2. In terms of

geometric quantities of T we have the followig estimates ([24, 26])

‖BT‖ ≤
hT
ρ̂
, ‖B−1

T ‖ ≤
ĥ

ρT
,

where ρ̂ and ĥ are, respectivelly, the diameters of inscribed and circumscribed circle

and the into T̂ . Moreover,

|det(BT )| =
Area(T )

Area(T̂ )
= 2Area(T ) 6= 0.
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For each triangle T we consider the finite set ΣT = {ai}
n
i=1 of distinct points of

T and a finite dimensional vectorial space PT of functions defined over T with real

values. We say that Σ are P-unisolvent if and only if all the function in PT is uniquely

determined by its values at points in ΣT , i.e

∀αi ∈ R, p(ai) = αi (i = 1, . . . , n).

In this case, the triplex (T, PT ,ΣT ) is a finite element of Lagrange.

We call finite elements space to the discrete space Vh =
{
vh ∈ V : vh|T ∈ PT , ∀T ∈ Th

}

where V is an infinite dimensional space of functions defined over Ω.

To determine a basis of Vh we need to define the compatibility conditions between

two finite elements:

(H1) For all pair {T1, T2} of adjacents triangles of Th, with a commom side T ′=T1∩T2

there is PT1 |T ′
= PT2 |T ′

and ΣT1 ∩ T
′ = ΣT2 ∩ T

′.

(H2) For all T ∈ Th, the finite element (T, PT ,ΣT ) is of class C
0. This means that

PT ⊂ C(T ) and for any side T ′ of T , the set Σ′ = ΣT ∩ T ′ is P ′−unisolvent

where P ′ =
{
p|T ′

: p ∈ PT
}

Given a finite element (T, PT ,ΣT ) there exists one and only one function φi ∈ PT for

all i = 1, . . . , n such that φi (aj) = δij, for all j = 1, . . . , n and the only function in

PT which vanishes on ΣT is the null function. They are the basis functions of Vh. So,

for any function v ∈ Vh we have

v =
N∑

i=1

v(ai)φi.

The scalars v(ai), i = 1, . . . , N are called degrees of freedom of the function v in Vh.

The set of elements T ∈ Th for which the node ai belongs on supp(φi). The restriction

of φi for each of these elements T is a basis function of finite element (T, PT ,ΣT ).

For each T we define the P -interpolation operator of Lagrange such that for all

function v ∈ C(Ω), this operator associates the function ΠT
h (v) defined by
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ΠT
h (v) =

N∑

i=1

v(ai)φi.

So, ΠTv(aj) =
n∑

i=1

v(ai)pi(aj) =
n∑

i=1

v(ai)δij = v(aj).

The interpolant ΠT
h (v) is the unique function in Vh which takes the same values of

the given function v at all nodes ai. We can introduce a local interpolation operator

with αi, 1 ≤ i ≤ NT nodes of T as

ΠT (v) =

NT∑

i=1

v(αi)φi|T , ∀v ∈ C(T )

It can be verified at once that ΠT
h (v)|T = ΠT (v|T ) ∀T ∈ Th, v ∈ C(Ω).

We have the following theorem [24, 26] that gives us an estimate for the interpolation

error.

Theorem 4.1.1

Suppose that {Th}h>0 is a regular triangulations’s family of Ω whose elements

verifies (H1) and (H2). Let k ≥ 1 be an integer. For m ∈ {0, 1}, there is a constant

C, independent of h, such that

|v − ΠT (v)|Hm(Ω) ≤ Chk+1−m |v|Hk+1(Ω) ∀v ∈ Hk+1(Ω). (4.2)

Moreover,

inf
vh∈Vh

|v − vh|Hm(Ω) ≤ Chk+1−m |v|Hk+1(Ω) ∀v ∈ Hk+1(Ω). (4.3)

�

4.2 Semi-Discrete Navier-Stokes problem

We consider Galerkin’s method for constructing approximate solutions to the varia-

tional boundary-value problem (3.17) or its abstract formulation (3.27). Galerkin’s

method consists of seeking an approximate solution (3.17) in a finite-dimensional sub-

space Vh of the space of admissible functions where the solution lies in this subspace

rather than in the whole space.
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The natural Galerkin approximation for problem (3.10) is a mixed method which

is based on Lagrange multiplier formulations of constrained problems. We refer to

mixed approximation methods as those associated to the approximation of saddle

point problems, in which there are two bilinear forms and two approximation spaces

satisfying a compatibility condition.

Let (Th)h be a family of triangulations and h the parameter of discretization. Consider

Vh ⊂ H1(Ω) and Qh ⊂ L2
0(Ω) two finite dimensional spaces for the velocity field and

the pressure, respectively. We take

V0
h = Vh ∩H1

0(Ω) and Mh = Qh ∩ L
2
0(Ω).

This pair of discrete spaces (V0
h,Mh) verifies a compatibility condition known as the

discrete LBB (or inf-sup) condition, which reads as follows:

There exists β > 0 (independent of h) such that

inf
qh∈Qh\{0}

sup
vh∈V

0
h
\{0}

|(qh,∇ · vh)|

‖vh‖V0
h
‖qh‖Qh

> β. (4.4)

We remind that this property is necessary for the well posedness of discrete problem.

The result, stated below, is classical and can be found in [?].

Theorem 4.2.1

Suppose that Th is non-degenerate and has no triangle with two edges on ∂Ω. Then

the LBB-condition (4.4) is satisfied.

�

To problem (3.27), for each h > 0, we associate the following approximated problem

for each t ∈ [0, T ], u0,h ∈ V0
h, find (uh, ph) ≡ (uh(t, ·), ph(t, ·)) ∈ V0

h ×Mh such
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that




d

dt
(uh,vh) + a(uh,vh) + c(uh,uh,vh) + b(vh, ph) = (f ,vh), ∀vh ∈ V0

h

b(uh, qh) = 0 ∀qh ∈Mh

uh(0) = u0,h

(4.5)

The existence of solution of the problem (4.5) is guaranteed by the choice of spaces,

V0
h and Mh, which verify the LBB condition.

Using (4.4) and some space properties we can prove the following result:

Lemma 4.2.1

Problem (4.5) has an unique solution (uh, ph) ∈ V0
h ×Mh.

Moreover,

inf
uh∈Vh

‖u− uh‖H1(Ω) + inf
ph∈Qh

‖p− ph‖L2(Ω) = O(h), (4.6)

i.e,

lim
h→0

‖u− uh‖H1(Ω) + lim
h→0

‖p− ph‖L2(Ω) = 0 (4.7)

�

The following lemma deals with error estimate of (4.5). The proof can be found in

[24].

Lemma 4.2.2

Let V0
h and Mh be a couple of finite element spaces that satisfy the compatibility

condition and u ∈ V, p ∈M and u0 ∈ Vdiv then

‖u− uh‖L2(Ω) ≤ C1(t)h
2, ‖p− ph‖L2(Ω) ≤ C1(t)h (4.8)

�

Now we are going to study the stability. As pointed out in section 3.2.3 the convective

term

∫

Ω

(u · ∇)u ·v does not contribute to energy system at differential level in (3.17)

or equivalently (3.27) or (3.28). Indeed, taking v = u he have
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∫

Ω

(u · ∇)u ·u =
1

2

∫

Ω

u ·∇ |u|2 = −
1

2

∫

Ω

∇·u |u|2+
1

2

∫

∂Ω

u ·n |u|2 = −
1

2

∫

Ω

∇·u |u|2

(4.9)

Thanks to the second equation in (3.17) the last term is zero. This property is not

true at discrete level in (4.5) due to discretization. Nonetheless, we can modify (4.5)

in a consistent way by adding to the first equation the term

1

2

(
(∇ · uh)uh,v

)
=

1

2

∫

Ω

(∇ · uh)uh · v. (4.10)

So, it is possible to recover the same stability property feature at differential level.

We underline the fact that this modification is consistent since the exact solution

satisfies ∇ · u = 0.

As follows, we will consider always this modified problem that we rewrite hereafter

for the sake of clarity:

for each t ∈ [0, T ], find (uh, ph) ≡ (uh(t, ·), ph(t, ·)) ∈ V0
h ×Mh such that





d

dt
(uh,vh) + a(uh,vh) + c(uh,uh,vh) +

1

2

(
(∇ · uh)uh,vh

)
+ b(vh, ph) = (f ,vh),

∀vh ∈ V0
h

b(uh, qh) = 0, ∀qh ∈Mh

uh(0) = u0,h

(4.11)

Now we can prove that (4.11) is stable.

Lemma 4.2.3

For each fixed t, uh ∈ V0
h solution of (4.11), verifies the following inequality

‖uh(t)‖
2
L2(Ω) + 2νCk

∫ t

0

‖∇u(σ)‖2
L2(Ω) dσ ≤

Cp
2νCk

∫ t

0

‖f(σ)‖2
L2(Ω) dσ + ‖u0,h‖

2
L2(Ω)

(4.12)

�
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Proof

For each fixed t ∈ [0, T ], we take vh = uh in first of (4.11). Using (4.10) results

c(uh,uh,uh) +
1

2

(
(∇ · uh)uh,uh

)
= 0

and using reasoning analogous to that applied in the proof of lemma 3.2.7 we

obtain (4.12). �

The inequality (4.12) is the discrete counterpart of (3.33) and provides the stability

estimate.

4.3 Time discretization

There are several methods of time discretization. Here we describe only one, the

method that we used in numerical simulations.

We used backward Euler scheme of first order defined by

∂u

∂t
(tn+1, ·) =

u(tn+1, ·)− u(tn, ·)

tn+1 − tn
(4.13)

associated to Characteristic Galerkin Method. The Characteristic Galerkin Method

evaluates time derivatives of vector field on Lagrangian frame, appealing to charac-

teristic lines or trajectories described by a material particle when it has been driven

by the field at the velocity of the field (see section 2.1.1).

We described the motion of material particle of Newtonian fluid during the time

interval [t0, t1] ⊂ [0, T ], (T > 0), which was on position ξ at instant t0 by

χt;t0 : ξ −→ χ(t; t0, ξ) (4.14)

and define its characteristic line or trajectory, with the same flow direction, by the

only solution of Cauchy Problem1 following:

1This Cauchy problem have one and only one solution, since u is continuous in [0, T ] × Ω and

Lipschitz continuous in Ω, uniformly with respect to t ∈ [0, T ].
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



dχ

dt
(t; t0, ξ) = u (t;χ (t; t0, ξ)) , t ∈ ]0, T [

χ (t0; t0, ξ) = ξ.

(4.15)

Observe that by uniqueness of trajectory, the position, at instant t, of a particle that

was on position ξ at instant t0 and which was on position x at instant t = t1, i.e.,

x = χ(t1; t0, ξ), is the same position of the particle which was on ξ at instant t0. That

means

χ(t; t1,x) = χ(t; t1, χ(t1; t0, ξ)) = χ(t; t0, ξ). (4.16)

Hence, we conclude

χ(t; t1, χ(t1; t, ξ)) = χ(t; t, ξ) = ξ. (4.17)

So, we can define the inverse mapping of χ : ξ −→ χ(t; t0, ξ) as

χ−1
t;t0

: ξ −→ χ(t0; t, ξ) = χt0;t(ξ) (4.18)

Consider

u(t,x) = û(t, χ−1
t;0 (x)) = û(t, χ(0; t, ξ)). (4.19)

or equivalently

û(t,x) = u(t, χ(t; 0, ξ)). (4.20)

From (4.15) results

∂û

∂t
(t,x) =

du

dt
(t;χ (t; 0,x)) =

=
∂u

∂t
(t, χ (t; 0,x)) +

2∑

i=1

∂u

∂xi
(t;χ (t; 0,x))

∂xi
∂t

(t;χ (t; 0,x))

=
∂u

∂t
(t,x) +

2∑

i=1

∂u

∂xi
(t;x)ui(t,x) =

Du

Dt
(t,x) (4.21)
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the material derivatives of u, representing the rate of variation of u along the trajec-

tory χt;0.

Taking an uniform mesh of [0, T ] defined by tn = n∆t, n = 0, . . . , T/∆t, ∆t being

the time step and applying the backward Euler scheme we have

∂û

∂t
(tn+1,x) ≈

û(tn+1,x)− û(tn,x)

tn+1 − tn
=

=
u(tn+1, χ (0; tn+1,x))− u(tn, χ (0; tn+1,x)

∆t
=

=
u(tn+1,x)− u(tn, χ (tn; tn+1,x)

∆t

=
u(tn+1,x)− un ◦ χn (x)

∆t
(4.22)

where un ≈ u(tn, ·) and χn (x) ≈ χ (tn; tn+1,x), n = 0, · · · , T/∆T .

Applying the backward Euler scheme also for discretizing

dχ

dt

(
t; tn+1,x

)
= u

(
t, χ
(
t; tn+1,x

))
(4.23)

we obtain a second order approximation of χ (t; tn+1,x) given by

χ
(
t; tn+1,x

)
≈ x− u

(
tn+1,x

)
∆t (4.24)

At this point, we can write the scheme for the problem (3.10), denoting

un ◦ χn (x)≈un (x−∆tu (tn+1,x)) = un(x⋆).





un+1 +∆t∇pn+1 − 2ν∆t∇ ·D(un+1) + ∆t
2
(∇ · u∗∗)un+1 = ∆tfn+1 + un(x⋆), in Ω

∇ · un+1 = 0, in Ω

un+1 = 0, on ∂Ω

u0 = u0, in Ω

(4.25)
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If u∗∗ = un+1 we obtain an implicit method. However, we can linearize by doing

u∗∗ = un.

Lemma 4.3.1

Using piecewise linear finite elements in space applied to Navier-Stokes problem,

the error behavior of the characteristic scheme is

‖un − u(tn)‖
L2(Ω) = O

(
h+∆t+

h2

∆t

)
(4.26)

uniformly with respect to ν (kinematic viscosity). �

Introducing the notations

w = un+1

π = pk+1

gn+1 = ∆tfn+1 + un(x⋆)

and choosing the previous finite dimensional spaces V0
h and Mh, the problem (4.25)

admits discrete variational formulation:





1

∆t
(wh,vh) + a(wh,vh) +

1

2

(
(∇ · uh)uh,vh

)
+ b(vh, πh) = (gn+1,vh), ∀vh ∈ V0

h

b(wh, qh) = 0 ∀qh ∈Mh

(4.27)

With the previous discrete spaces, the discrete problem (4.27) has an unique solution

which converge to the solution of continuous problem.

4.4 Algorithm and algebraic linear systems

Among the choices that satisfy (4.4), we choose the Hood-Taylor finite elements

P2−P1.



58 4. NUMERICAL ANALYSIS FOR NAVIER-STOKES FLOW

3

21 4

56

3

21

Figure 4.3: P2 - P1 elements: degrees of freedom for the velocity components (on the lefft)

and for the pressure (on the right).

To clarify we fixed some notations:

Let Th, h > 0 be a regular triangulation defined over the domain Ω. We define Pk

the polynomials space constitute by the polynomial function from R
2 into R of degree

less than or equal to k (k ≥ 0). We denote by Pk(T ) the restriction to T ∈ Th of Pk.

Consider the following finite element spaces

V 0
h =

{
vh ∈ C(Ω) ∩H1

0 (Ω) | vh|T ∈ P2(T ), ∀T ∈ Th
}
⊂ V, (4.28)

Mh =
{
qh ∈ C(Ω) ∩ L2

0(Ω) | qh|T ∈ P1(T ), ∀T ∈ Th
}
⊂ Q. (4.29)

such that

• dim(V 0
h ) = Nh, being Nh the total number of vertices and the midpoints of

mesh’s triangles in interior of Ω (not belong to the boundary ∂Ω, since we have

a Dirichlet problem, being known the velocity over ∂Ω).

• dim(Mh) = mh, being mh the total number of vertices of mesh’s triangules.

Let V0
h = V 0

h × V 0
h . This pair of spaces (V0

h,Mh) corresponds to the Hood-Taylor

finite element method, and verifies a compatibility condition known as the discrete

LBB.

We want to solve the approximated problem following (discrete variational formula-

tion of (4.25)):

For each tn+1 = (n + 1)∆t ∈ [0, T ], (n ∈ N0) given u0
h = uh(0), find

(un+1
h , pn+1

h ) ∈ V0
h ×Mh such that
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



(un+1
h ,vh)−∆t(pn+1

h ,∇ · vh)+2ν∆t
(
D(un+1

h ),D(vh)
)
+∆t

2

(
(∇ · unh)u

n+1
h ,vh

)
=(g,vh) in Ω

(∇ · un+1
h , qn+1

h ) = 0, in Ω

(4.30)

Let {ϕi, i = 1, . . . , Nh} be the Lagrange basis associated toV0
h and {ψj, j = 1, . . . ,mh}

be the Lagrange basis associated to Mh. Given unh, we express the corresponding ap-

proximate solutions un+1
h =

(
un+1
1,h , u

n+1
2,h

)
and pn+1

h in the basis of V 0
h and Mh

un+1
1,h =

Nh∑

j=1

un+1
1,j ϕj, un+1

2,h =

Nh∑

j=1

un+1
2,j ϕj, pn+1

h =

mh∑

k=1

pn+1
k ψk. (4.31)

Being the degrees of freedom referred as:

• the approximation of component k (k=1, 2) of velocity the values un+1
k,i ≈

uk (t
n+1, (xi1, x

i
2)), with (xi1, x

i
2) the coordinates of P2 - mesh nodes, i. e., the

values of each component of velocity into vertices and the midpoints of edges

of each triangle.

• the pressure approximation the values pn+1
j ≈ p

(
tn+1, (xj1, x

j
2)
)
with (xj1, x

j
2) the

coordinates of P1 - mesh nodes, i. e., the values of each component of velocity

into vertices of each triangle.

With (4.31) and tests functions ϕi ∈ V0
h and ψk ∈Mh we obtain the following linear

system
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



∫

Ω

{(
Nh∑

j=1

un+1
1,j ϕj

)
ϕi −∆t

mh∑

k=1

pn+1
k ψk

∂ϕi
∂x

+

+ν∆t

[
2

(
Nh∑

j=1

un+1
1,j

∂ϕj
∂x

)
∂ϕi
∂x

+

(
Nh∑

j=1

un+1
1,j

∂ϕj
∂y

+

Nh∑

j=1

un+1
2,j

∂ϕj
∂x

)
∂ϕi
∂y

]
+

+
∆t

2

(
Nh∑

k=1

un1,k
∂ϕk
∂x

+

Nh∑

k=1

un2,k
∂ϕk
∂y

)(
Nh∑

j=1

un+1
1,j ϕj

)
ϕi

}
=

∫

Ω

gn+1
1,i ϕi,

i = 1, · · · , Nh

∫

Ω

{(
Nh∑

j=1

un+1
2,j ϕj

)
ϕi −∆t

(
mh∑

k=1

pn+1
k ψk

)
∂ϕi
∂y

+

+ν∆t

[
2

(
Nh∑

j=1

un+1
2,j

∂ϕj
∂y

)
∂ϕi
∂y

+

(
Nh∑

j=1

un+1
1,j

∂ϕj
∂y

+

Nh∑

j=1

un+1
2,j

∂ϕj
∂x

)
∂ϕi
∂x

]

+
∆t

2

(
Nh∑

k=1

un1,k
∂ϕk
∂x

+

Nh∑

k=1

un2,k
∂ϕk
∂y

)(
Nh∑

j=1

un+1
2,j ϕj

)
ϕi

}
=

∫

Ω

gn+1
2,i ϕi,

i = 1, · · · , Nh

∫

Ω

[(
Nh∑

j=1

un+1
1,j ϕj

)
∂ψk
∂x

+

(
Nh∑

j=1

un+1
2,j ϕj

)
∂ψk
∂y

]
= 0, k = 1, · · · ,mh

(4.32)

The linear system can be written in matricial form




A1 A2 Bx

At
2 A1 By

Bt
x Bt

y 0







un+1
1

un+1
2

pn+1


 =




b1

b2

0


 (4.33)

where un+1
k = [un+1

k,1 , . . . , u
n+1
k,Nh

]t and pn+1 = [pn+1
1 , . . . , pn+1

mh
]t are the vectors of un-

known degree of freedom and

A1 =
[
A1ij

]
Nh×Nh

=

[∫

Ω

[
ϕiϕj + ν∆t

(
2
∂ϕi
∂x

∂ϕj
∂x

+
∂ϕi
∂y

∂ϕj
∂y

)
+

∆t

2

(
Nh∑

k=1

un1,k
∂ϕk
∂x

+

Nh∑

k=1

un2,k
∂ϕk
∂y

)
ϕiϕj

]]

Nh×Nh
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A2 =
[
A2ij

]
Nh×Nh

=

[∫

Ω

∂ϕi
∂x

∂ϕj
∂y

]

Nh×Nh

Bx =
[
Bxjk

]
Nh×mh

=

[
−

∫

Ω

∂ϕj
∂x

ψk

]

Nh×mh

By =
[
Byjk

]
Nh×mh

=

[
−

∫

Ω

∂ϕj
∂y

ψk

]

Nh×mh

bi =

[∫

Ω

gn+1
i,j ϕi

]

Nh×1

.

We can write the above matricial equation in a more simple way


 A B

Bt 0




 u

p


 =


 b

0


 (4.34)

with A =


 A1 A2

At
2 A1


, B =


 Bx

By


, u =


 u1

u2


 and b =


 b1

b2


.

The matrix A is symmetric positive definite over RNh×Nh and the matrix B is result-

ing from a linear injective form therefore the system (4.34) has an unique solution.

Introducing the space

V =
{
v ∈ R

Nh : Btv = 0
}
= Ker(Bt) (4.35)

we guarantee that the matrix V is not singular, if Ker(Bt) = {0}. In this case the

compatibility condition (4.4) is satisfied. The details can be found in [13].

The solution can be evaluated using a direct method or iterative method applied to

symmetric matrices as CG (conjugate gradient method). Details can be found in [28].

The solution of problem (4.25) is obtained by an iterative method in time

Initialization:

• Given : u0 = u0

• Define: ∆T = T
N

Loop: for n from 0 to N
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• Solve the system


 A B

Bt 0




 u

p


 =


 b

0


 by the chosen method .

• t = t+∆t.

end of loop

We remind that b depends on the solution at the previous moment through u(tn, χ(tn; tn+1,x)).



Chapter 5

Numerical results

This chapter is concerned with the application of Finite Element Methods to obtain

solutions for unsteady Newtonian flows in different geometries.

All meshes and simulations were done in FreeFem++, a free software with its own

high level programming language based on the Finite Element Method to solve partial

differential equations.

FreeFem++ uses an automatic mesh generator based on Delaunay-Voronoi algorithm

where the number of internal points are proportional to the number of points on the

boundaries.

The graphics were generated by Mathematica and FreeFem++.

The calculation of bi =

[∫

Ω

gn+1
i,j ϕi

]

Nh×1

of (4.34) needs to evaluate the numerical

integration of the term

∫

Ω

unh ◦ χ
n(x).

It requires knowledge of the value of unh ◦ χn in some nodal points. This means

that for any fixed node xk, it is necessary to know which triangle K ∈ Th contains

the point χn(xk). FreeFem++ solves this question. In FreeFem++ there exists an

operator convect([u1, u2],∆t, w) which computes w ◦ χ∆t;0 where χ∆t;0 is the convect

field defined by χ(∆t; 0,x) and where χ(τ ; 0,x) is particle path in the steady state

velocity field u = [u1, u2] starting at point x at time τ = 0 (see section 4.3). When u

is piecewise constant, this is possible because χ(∆t; 0,x) is a polygonal curve which

63
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can be computed exactly and the solution always exists when u is divergence free.

The comand convect returns

w(χ(∆t; 0,x)).

5.1 Choice of solver and code validation

Towards the validation of the code, choosing solver and error analysis, we consider

the Kim-Moin model problem with known exact solution given by

u(t,x) =
(
− cos(2πx)sin(2πy)e−8π2νt, sin(2πx) cos(2πy)e−8π2νt

)
(5.1)

p(t,x) = −
1

4

(
cos(4πx) + cos(4πy)e−16π2νt

)
(5.2)

The velocity and pressure field remain in space and decrease monolithically with time.

The Kim-Moin model problem is solved on the unit square Ω = [0.25, 1.25]× [0.5, 1.5]

and prescribes the exact velocity according to (5.1) and (5.2) along the boundary of

the fluid domain. The calculations have been performed with a kinematic viscosity

of ν = 0.01 which results the null external force.

The problem has been discretized in space with two meshes with 2048 and 8192 Hood-

Taylor elements. For the coarse mesh we have 4225 nodes P2 for the velocity and 1089

nodes P1 for the pressure. For the finer mesh we have 16641 nodes P2 for the velocity

and 4225 nodes P1 for the pressure.

Figure 5.1: Structured meshes employed on square [0.25, 1.25] × [0.5, 1.50]. The coarse

mesh with 2048 elements (on the left) and the fine mesh with 8192 elements (on the right).
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The time interval [0, 1] was discretized into subintervals, of equal amplitude ∆t = 2−k

with k = 5, 6, 7, 8, of type [tn, tn+1] (n = 0, · · · , 2k − 1). At each time instant tn =

n∆t the numerical solution was determined, from the solution an instant before, to

evaluate the term

∫

Ω

∇ · unhu
n+1
h · vh and the term

∫

Ω

unh ◦ χ
n (x) using the command

convect.

We use a linear direct and an iterative solver available in FreeFem++:

• Crout method which is a direct method. It is a variant of the factorization

method LU where U = [uij ]n×n is an upper triangular matrix with unitary

diagonal and L = [lij ]n×n matrix is an lower triangular, with its coefficients

defined by

lij = aij −

j−1∑

k=1

likukj, j ≤ i

uij =

aij −

i−1∑

k=1

likukj

lii
, j > i

being A a nonsingular matrix, as well as the matrix L and U, in this way the

diagonal elements are not null.

In this case, we can split the system Ax = b into triangular systems of simpler

resolution as follows

Ax = b ⇔ LUx = b ⇔





Ly = b

Ux = y

• Conjugate Gradient method (CG) is an iterative method that applies to linear

systems in which the matrix is symmetric positive definite. This method is

normally used in large sparse matrices. This method can be described as follows

[28]:

Initialization:

– Take a vector x0 be an approximate initial solution.

– Take a tolerance for error ε.
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– Evaluate:

∗ r0 = b−Ax0

∗ p0 = r0

– Take k = 0.

Loop: For k = 1, · · · , while
∥∥rk+1

∥∥ > ε
∥∥rk
∥∥ do

– αk =
rtkrk

ptkApk

– xk+1 = xk + αkpk

– rk+1 = rk − αkApk

– βk =
rtk+1rk+1

rtkrk

– pk+1 = rk+1 + βkpk

End do.

5.1.1 Numerical Test

First test case: In this test case, we take the mesh with 2048 elements and ∆t =

2−k with k = 5, 6, 7, 8 and solve the problem with Crout method. The figure 5.2

shows the errors of the fluid velocity field and the pressure for each instant of time

evaluated in the L2-norm, i.e, ev2048(t
n) = ‖u− uh‖L2(Ω) =

(
2∑

i=1

∫

Ω

(ui − uh,i)
2

)1/2

and ep2048(t
n) = ‖p− ph‖L2(Ω) =

(∫

Ω

(p− ph)
2

)1/2

.
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Figure 5.2: Error on the fluid velocity field (on the left) and the pressure (on the right) in

L2-norm for each instant of time, for different ∆t using a mesh with 2048 elements.
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Second test case: In this test case, we take the mesh with 8192 elements and

∆t = 2−k with k = 5, 6, 7, 8 and solve the problem with Crout method. The figure

5.3 shows the ev8192(t
n) and ep8192(t

n), the errors of the fluid velocity field and pressure

respectivelly for each instant of time evaluated in the L2-norm.
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Figure 5.3: Error on the fluid velocity field (on the left) and the pressure (on the right) in

L2-norm for each instant of time, for different ∆t using a mesh with 8192 elements.

Comparison of both tests: Comparing the solutions computed by the two meshes

for different time steps ∆t, we notice that there is no remarkable difference between

both solutions, although the L2 error is decreasing which can be observed from the

figure 5.2 and figure 5.3, which we can easily conclude from the figure 5.4. The figure

5.4 shows the error ev2048(1) and ev8192(1) of the fluid velocity field (on the left) and

the error ep2048(1) and ep8192(1) of the pressure (on the right) for the instant of time

t = 1 evaluated in the L2-norm.
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Figure 5.4: Comparison of errors of the fluid velocity field (on the left) and the pressure

(on the right) in L2-norm for the instant of time t = 1, for different ∆t using the both

meshes.
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Given the behavior of the error we can speculate that when ∆t → 0 we have

e2048(1) ≈ e8192(1). Comparing the CPU time for each test, clearly the fine mesh

demands for a large CPU time, for different time steps (figure 5.5). From the point

of view of CPU time, it is better to employ a mesh less refined and a smaller ∆t to

achieve the same accuracy level.
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Figure 5.5: Comparison of CPU times used as a function of ∆t in solving the problem by

the method of Crout for the two meshes.

Third test case: In this test case, we take the mesh with 2048 elements and ∆t = 2−k

with k = 5, 6, 7, 8 and solve the problem with CG method. We compared the results

with the first test. The figure 5.6 shows the comparison of errors of the fluid velocity

field and pressure for each instant of time evaluated in the L2-norm, for the both

methods: Crout and CG. It is evident that they present the same behavior and the

same precision. The difference of error values between the Crout method and CG

method are of the order 10−7.
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Figure 5.6: Comparison of errors of the fluid velocity field (on the left) and the pressure

(on the right) in L2-norm for each instant of time, for different ∆t using a mesh with 2048

elements, for both methods: Crout and CG.
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Figure 5.7: Comparison of errors of the fluid velocity field (on the left) and the pressure

(on the right) in L2-norm for the instant of time t = 1, for different ∆t using both methods.

As it was expected, by a-priori estimates for the error in time, we obtain a linear

convergence in order to time (figure 5.7).

Fourth test case: In this test case, we take the mesh with 8192 elements and

∆t = 2−k with k = 5, 6, 7, 8 and solve the problem with CG method. We compared

the results with the third test. We notice that, also for this method, there is no

remarkable difference between both solutions, although the error L2 decreases. The

figure 5.8 shows the comparison of errors of the fluid velocity field and pressure for

each instant of time evaluated in the L2-norm, for the both methods (Crout and CG)

with the same mesh. It is evident that they present the same behavior and the same

precision. The difference of error values between the Crout method and CG method

are of the order 10−7.
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Figure 5.8: Comparison of errors of the fluid velocity field (on the left) and the pressure

(on the right) in L2-norm for each instant of time, for different ∆t using a mesh with 8192

elements, for both methods: Crout and CG.

Since both methods have the same accuracy, we have to decide which method to use

based on CPU time. As we can see (figure 5.9), the method CG expends much CPU
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time than the method Crout, in the case of mesh to be refined. In the case of less

fine mesh, the time spent by the two methods are approximately equal, although in

this case the Crout method is slightly faster (figure 5.10).
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Figure 5.9: Comparison of CPU times used for the both methods, as a function of ∆t, in

solving the problem with the two meshes.
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Figure 5.10: Comparison of CPU times used as a function of ∆t in solving the problem by

the both method for the two meshes.

In large sparse matrix, the Conjugate Gradient method should be more efficient than

the method of Crout, but we don’t know if the implementation of this solver is

optimized. Given the previous study we choose to use the method of Crout.

The following figures illustrate the exact solution and corresponding approximation

obtained for a mesh with 2048 elements and ∆t = 1/128 at time t = 1.
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Figure 5.11: Exact solution at t = 1. First component of velocity (on the left), second

component of velocity (on the center) and pressure (on the right).
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(b) vh(1, x, y) ≈ v(1, x, y)
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(c) ph(1, x, y) ≈ p(1, x, y)

Figure 5.12: Approach solution at t = 1. First component of velocity (on the left), second

component of velocity (on the center) and pressure (on the right).

5.2 Applications of Newtonian fluids model

From a wide range of applications of Newtonian fluids we can mention in particular

the behavior of blood in large arteries, since blood can be considered an homoge-

neous and incompressible Newtonian fluid. For this reason we have chosen some

fictitious geometries similar to existent in some areas of cardio-vascular system as

well as geometries corresponding to pathological situations. To simulate blood flow

in the cardiovascular system we would have to solve a problem of fluid structure

interaction. Leaving it out of the scope of this work, it may be a future work to

develop because matter of great interest in the timeliness and has great impact in

medicine and because of the techniques of mathematical analysis, numerical analysis

and scientific computing involves.
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5.2.1 Mathematical model

With this aim we consider the fluid confined in a domain with upper and lower bound-

ary as rigid walls denoted by Γw, an upstream section S1 and downstream section S2

through which the fluid enters and leaves Ω respectivelly. An inflow parabolic profile

with respect to time is prescribed on upstream section, while on downstream section

homogeneous Neumann conditions are assigned. S1 and S2 are fictitious boundaries,

since the vascular system is closed and there is no such boundaries. We also as-

sume that the flow tends smoothly to equilibrium as t→ +∞, which mathematically

translated by f = 0.

Combined form of above boundary conditions can be provided as follows:





u = 0, on Γw

T · n = σn = −Pin

2

[
1− cos

(
πt
2.5

)]
n on S1

T · n = 0 on S2

(5.3)

T being the Cauchy stress tensor defined by (2.15). The first condition of (5.3)

guarantees the perfect adherence of the fluid to the wall while the second stages of

the fluid enters with a pressure given by −Pin

2

[
1− cos

(
πt
2.5

)]
and the last indicates

that there is no normal reaction over the boundary.

We suppose that the fluid is initially at rest, although some time-varying transition

should be expected before reaching the time-periodic regime, the main characteristics

of the flow patterns are present even when starting the simulation from the at-rest

state.

The input profile T · n on S1 is shown in figure 5.13
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Figure 5.13: The input profile of inflow Neumann boundary condition.

For the sake of clarity we write the problem:





∂u

∂t
+ (u · ∇)u+∇p− 2ν∇ ·D(u) = 0, in [0, T ]× Ω

∇ · u = 0, in [0, T ]× Ω

u = 0, on Γw

T · n = −Pin

2

[
1− cos

(
πt
2.5

)]
n on S1

T · n = 0 on S2

u(t = 0,x) = 0, ∀x ∈ Ω

(5.4)

It is possible to prove (see [16]) that the solution of problem (5.4) exists and is unique

for all t ≥ 0.

5.2.2 Variational formulation

Taking the test function v ∈ V = {v ∈ H1(Ω) : v = 0 on Γw} and applying the

Green’s formula results

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v−

∫

Ω

p∇ · v +

∫

Ω

2νD(u) : D(v)−

∫

∂Ω

T · n · v = 0 ⇔ (5.5)
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⇔

∫

Ω

∂u

∂t
·v+

∫

Ω

(u·∇)u·v−

∫

Ω

p∇·v+

∫

Ω

2νD(u) : D(v)−

∫

∂Ω

T·n·v = 0 ⇔ (5.6)

⇔

∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v +

∫

Ω

2νD(u) : D(v) =

∫

S1

σn · v (5.7)

So, the problem (5.4) admits discrete variational formulation:

Find (u, p) ∈ L2(0, T ;V)× L2(0, T ;Q), with u(0,x) = 0, ∀x ∈ Ω such that:





∫

Ω

∂u

∂t
· v +

∫

Ω

(u · ∇)u · v −

∫

Ω

p∇ · v +

∫

Ω

2νD(u) : D(v) =

∫

S1

σn · v, ∀v ∈ V

∫

Ω

u · q = 0 ∀q ∈ Q

(5.8)

5.2.3 Discretized problem

Applying the arguments used in the section 4.2 and in the section 4.3, and using the

spaces V0
h and Mh defined by (4.28) and (4.29), respectivelly, we obtain the following

discretized problem:

for each tn+1 ∈ [0, T ], find
(
un+1

h
, pn+1

h

)
∈ V0

h ×Mh such that





∫

Ω

un+1

h
· vh −∆t

∫

Ω

pn+1
h ∇ · vh + 2ν∆t

∫

Ω

D(un+1
h ) : D(vh) +

∆t

2

∫

Ω

(∇ · unh)u
n+1
h · vh =

=

∫

S1

−
Pin
2

[
1− cos

(
πt

2.5

)]
· n · vh, ∀vh ∈ V0

h

∫

Ω

un+1

h
· qh = 0, ∀qh ∈Mh

uh(0) = 0 on Γw

(5.9)

Given ∆t, for each tn+1 = (n+1)∆t, (n = 0, · · · , T/∆t), we take un+1
1,h , un+1

2,h and pn+1
h

as (4.31), we obtain a system as (4.34) with
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b1 =

[∫

S1

−
Pin
2

[
1− cos

(
πtn+1

2.5ms

)]
· n · ϕi

]

Nh×1

.

5.2.4 Stream function

In bidimensional case, we can use the continuity equation

∇ · u =
∂u1
∂x

+
∂u2
∂y

= 0

to introduce a stream function ψ such that

∂ψ

∂x
= −u2,

∂ψ

∂y
= u1. (5.10)

Setting the stream function equal to a constant defines a streamline in the flow. The

streamline is a curve formed by the velocity vectors of each fluid particle at a certain

time. In other words, it is the curve where the tangent at each point indicates the

direction of flow at that point.

The numerical value of the stream function on a given streamline has no meaning by

itself, the difference in the stream function values on different streamlines, ψ2 − ψ1,

represents the volume flow rate per unit time crossing the surface defined by the path

connecting a point A over ψ1 = ψ and B over ψ2 = ψ + dψ, i.e.,

DQ = u1dy − u2dx =
∂ψ

∂y
dy +

∂ψ

∂x
dx = dψ.

The volume flow rate Q of fluid flowing between two streamlines ψ1 and ψ2 is given

by

Q =

∫
dQ =

∫ ψ2

ψ1

dψ = ψ2 − ψ1 (5.11)

One consequence of this observation is that when adjacent streamlines are closer to

each other the average fluid velocity is larger. If adjacent streamlines diverge from

one another, the average velocity is smaller. By plotting a family of streamlines, we



76 5. NUMERICAL RESULTS

create a flow visualization that immediately tells us how fast the fluid is moving at

different points.

5.2.5 Flow in a straight pipe

We simulate the flow in a straight pipe whose boundary is made up of two rigid wall.

This simulations would represent the propagation of a Newtonian fluid in a straight

pipe of length L = 6 by imposition of two fictitious borders S1 = {0} × [0, 1] and

S2 = {6} × [0, 1] with a pulsatile pressure type on inlet Pin

2

[
1− cos

(
πt
2.5

)]
.

With this aim, we have taken the 2D rectangle Ω = [0, 6] × [0, 1], and solved the

problem with the Crout method on a structured mesh of 1200 elements, with 2541

nodes P2 for the velocity and 671 nodes P1 for the pressure (Figure 5.14).

Figure 5.14: Structured mesh employed, in a straight pipe.

We take a step time ∆t = 0.01ms and the interval of time [0, 10ms]; a kinematic

viscosity ν = 1 poise and Pin = 20000 dynes/cm2.

The figure 5.15 shows the qualitative behavior of normal and tangential velocity and

pressure inside the pipe.
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Figure 5.15: Qualitative behavior of normal velocity (on the left), of tangential velocity

(on the center) and pressure (on the right), in a straight pipe.

The normal velocity increases from the walls until the center, from inlet to outlet

(figure 5.16 - column at the left), along the pipe, symmetrically relative to the longi-
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tudinal axis as a consequence of the propagation of the impulse of the pressure within

the pipe. In tangential velocity we can identify an antisymmetrical behavior with

respect to the longitudinal axis of symmetry of the pipe.
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Figure 5.16: Contour plots of u1 (on the left) and of pressure (on the right) at different

instants of time, in a straight pipe.

The following plots show the action of each component of velocity over the displace-

ment of the fluid. Both lead the fluid into the center of the pipe and towards the

downstream.
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Figure 5.17: The representative vectorial field of each component of velocity, in a straight

pipe.

These behaviors are visible at any instant of time. However the maximum magnitude

is reached at time t = 2.5ms and t = 7.5ms corresponding to the maximum value

of the pressure at the inlet tube, and the minimum value of the magnitude of the

normal speed occurs at instant times t = 5ms and t = 10ms, which is when the inlet

pressure is zero. In fact, the magnitude of normal velocity have the same sinosoidal

behavior of inflow (figure 5.18).
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Figure 5.18: Variation of magnitude of the normal velocity in function of time, in a straight

pipe.

We can observe a propagation of pressure along the pipe. The increase and decrease

of parabolic profile is directely related with the increase and decrease of inlet impulse

(Figure 5.16 - column at the right).

The pressure varies on inlet keeping constant over time at the outlet. This means

that the wave of inlet impulse is not strong enough to travel until the end of pipe,

finishing by dissipate.

The whole flow pattern is shown in figure 5.19 as instantaneous streamlines and the

velocity vector plots. The behavior is the same along the time. We can observe

an unidirectional flow laminar type (flow where there is a minimum of agitation of
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the fluid layers). For each time, we can observe the adjacent streamlines are equally

distant which suggests a constant average speed and constant volume flow rate.
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Figure 5.19: The representative vector plot (on the left) and the streamlines (on the right),

in a straight pipe.

To confirm that, we computed the volume flux of fluid crossing a vertical line Si of

the mesh, corresponding to the position xi = ih, i = 0, · · · , 60 and h = 0.1cm, on the

axis, i.e.,

Qn(xi) =

∫

Si

unh · ndy =

∫

Si

un1,hdy (5.12)
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Figure 5.20: The volume flux of fluid Qn(xi), at different times, in a straight pipe.

The behavior of velocity and pressure at t ∈ [5ms, 10ms] repeats comparatively to

the qualitative behavior at t ∈ [0ms, 5ms]

5.2.6 Flow in a deformed pipe

In this subsection we choose a pipe with deformation on the upper wall as analogy

of the pathological situations in cardio vascular system. To simulate an abnormal

narrowing of a blood vessel, usually called stenosis, we define the upper wall with

a concave deformation. To simulate a dilation of the vascular wall, designated as

aneurysm, we define a convex deformation on the upper wall.
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Concave deformation of the upper wall

We take a pipe with a concave deformation of the top wall. We consider the kinematic

viscosity ν = 1 and the same time step ∆t = 0.01ms. The mesh is unstructured of

diameter h = 0.160605 cm, being hmin = 0.0554262 cm the diameter of the smallest

element. The mesh is formed by 1948 elements with 1070 nodes P1 and 2679 nodes

P2.

Figure 5.21: Unstructured mesh employed, in a pipe with concave deformation of the upper

wall.

The figures below shows the normal and tangential velocity (cm/s)at three instants

of time significant for their behaviors close to the stenosis.

t = 0.5ms t = 2.5ms t = 3.5ms
0

2

4

6

0.0 0.5 1.0

0

10

20

0

2

4

6

0.0 0.5 1.0

0

50

100

150

200

0

2

4

6

0.0 0.5 1.0

0

50

100

150

Figure 5.22: Normal velocity at different instants of time, in a pipe with concave deforma-

tion of the upper wall.
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Figure 5.23: Tangential velocity at different instants of time, in a pipe with concave defor-

mation of the upper wall.
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Observe that the tangential velocity has an antisymmetric behavior relatively to the

axis of symmetry of stenosis. The minimum values are reached at the first half of

the narrowing and the maximum values are reaching in the other half part. The

following plots shows the action of each component of velocity over the displacement

of the fluid. While the normal velocity pushes the fluid against the upper wall slightly

towards the downstream, the tangential velocity has the opposite behavior in the first

half of the pipe and then reversing their action.
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Figure 5.24: The representative vectorial field of each component of velocity, in a pipe with

concave deformation of the upper wall.

The pressure decreases abruptly on stenosis.
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Figure 5.25: Pressure at different instants of time, in a pipe with concave deformation of

the upper wall.

We computed the averaged quantities on each vertical line Si of the mesh, correspond-

ing to the position xi = ih, i = 0, · · · , 60 and h = 0.1cm, on the axis. In particular,

we computed the diameter of the pipe and the averaged pressure at each time:

A(xi) = meas(Si) pn(xi) =
1

A(xi)

∫

Si

pnhdy

The figure 5.26 shows the averaged pressure at different instants. It is clear from this

plot that the propagating inlet impulse is associated to this quantities.
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Figure 5.26: The average pressure of fluid pn(xi), at different times, in a pipe with concave

deformation of the upper wall.

As in the case of a straight tube the magnitude of the velocity also increases with

increase in the input pulse. Values vary significantly with the distance in area of

stenosis and also in time during the period of the inlet impulse. It reaches the max-

imum value in narrowing at the same time as maximum of inlet impulse occurs (see

streamlines - figure 5.27). The minimum value is reached behind the stenosis.

As can be observed in the vector field in the corners of the stenosis exerts some

tension, which being much higher at the right where a recirculation arises and it

increases with the growth of inlet impulse and decreases as the input pulse reduces.

The proximity of streamlines inside the stenosis indicate the increase of average ve-

locity, as we refer before, and the decrease of volume flux as we can confirm with the

figure 5.28.
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Figure 5.27: The whole flow pattern: velocity vector plots and streamlines at five different

times, in a pipe with concave deformation of the upper wall.

æææææææææææææææææææææ
ææææææææææææææææ

ææ
æ
æææææææææææææææææææææ

ààààààààààààààààààààà

à
à
à
àààààààààà

àà
à
à
à
à

ààààààààààààààààààààà

ììììììììììììììììììììì

ì

ì

ì
ììììììììì

ìì
ìì
ì

ì

ì

ììììììììììììììììììììì

òòòòòòòòòòòòòòòòòòòòò

ò

ò

ò

ò
ò
ò
òòòòòò

ò
ò
ò
ò

ò

ò

ò

òòòòòòòòòòòòòòòòòòòòò

ôôôôôôôôôôôôôôôôôôôôô

ô

ô

ô

ô
ô
ô
ôôôôôô

ô
ô
ô
ô

ô

ô

ô

ôôôôôôôôôôôôôôôôôôôôô

ççççççççççççççççççççç

ç

ç

ç

ç
ç
ç
çççççç

ç
ç
ç
ç

ç

ç

ç

ççççççççççççççççççççç

ááááááááááááááááááááá

á

á

á
áá
ááááááá

áá
á
á
á

á

á

ááááááááááááááááááááá

ííííííííííííííííííííí

í
í
í
íííííííííí

íí
í
í
í
í

ííííííííííííííííííííí

óóóóóóóóóóóóóóóóóóóóó
óóóóóóóóóóóóóóóó

óó
ó
óóóóóóóóóóóóóóóóóóóóó

õõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõõ
1 2 3 4 5 6

20

40

60

80

õ t=5

ó t=4.5

í t=4

á t=3.5

ç t=3

ô t=2.5

ò t=2

ì t=1.5

à t=1

æ t=0.5

Figure 5.28: The volume flux of fluid Qn(xi), at different times, in a pipe with concave

deformation of the upper wall.
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Convex deformation of the upper wall

We take a pipe with a convex deformation of the top wall. We consider the kinematic

viscosity ν = 1 and the time step ∆t = 0.01ms, as before. The mesh is unstructured

with diameter h = 0.153968 cm, being hmin = 0.0664441 cm the diameter of the

smallest element. The mesh is formed by 1582 elements with 867 nodes P1 and 3315

nodes P2.

Figure 5.29: Unstructured mesh employed, in a pipe with convex deformation of the upper

wall.

Here we observe two distinct flows. One inside the dilatation part and other in the

straight pipe. Inside the aneurysm we observed the formation of recirculation of flow.

As we can see from the vector plots, there is a big tension on the wall due to the

deceleration of the local velocity. This recirculation does not travel out of the bulged

region, it remains within the aneurysm. This recirculation increases with the inlet

impulse and the center of vortex moves to the center of dilation for decreasing its

intensity and vanishes remaining inverse flows when the inlet impulse weakens.

For other way the flow in the pipe has minimum of agitation. It is laminar type. The

magnitude of velocity decreases in pipe in the area of the aneurysm.

From the streamlines we observe the waves of inlet impulse. In the zone of dilation

the streamlines are spaced, which allows us to conclude that a decrease average speed

and an increasing volume flux in this place, as we can see in figure 5.31.
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Figure 5.30: The whole flow pattern: velocity vector plots and streamlines at five different

times, in a pipe with convex deformation of the upper wall.

The behavior of components of velocity and pressure are qualitatively the same along

the time. The normal velocity is lower in the region of dilation. We continue to observe

antisymmetric behavior of the tangential velocity, this time, in relation to the axis

of symmetry of zone rounded, assuming the maximum value before of deformation

contrary to what happens with the narrowing of the field (deformation concave).

The following plots show the action of each component of velocity over the displace-

ment of the fluid. While the normal velocity pushes the fluid against the upper wall,
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Figure 5.31: The volume flux of fluid Qn(xi), at different times, in a pipe with convex

deformation of the upper wall.
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Figure 5.32: Normal velocity at different instants of time, in a pipe with convex deformation

of the upper wall.
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Figure 5.33: Tangential velocity at different instants of time, in a pipe with convex defor-

mation of the upper wall.
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the tangential velocity has four distinct actions. First pushes the fluid to the center

of the pipe to then pushes in the direction of expansion. Within the aneurysm pushes

out the fluid after and then it transports down to the outlet.
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Figure 5.34: The representative vectorial field of each component of velocity, in a pipe with

convex deformation of the upper wall.

The magnitude of the pressure varies according to the variation of the input pulse,

decreasing from upstream to downstream, remaining virtually unchanged at the end

of the tube.
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Figure 5.35: Pressure at different instants of time, in a pipe with convex deformation of

the upper wall.

We can better verify this behavior taking into account the variation of the average

pressure along the tube.
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Figure 5.36: The average pressure of fluid pn(xi), at different times, in a pipe with convex

deformation of the upper wall.
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Chapter 6

Conclusions

The objective of this dissertation was the analysis and numerical approximation of

the nonstationary problem that models the motion of incompressible Newtonian flu-

ids in different geometries. We present results of existence and uniqueness of solution

both for continuous problem and approximate problem. We also deduced energy

estimates for both problems. We present estimates of the a-priori error. The numer-

ical simulations to these problems were obtained computationally, by implementing

the Finite Element Method. The method Hood-Taylor was applied to the unsteady

Navier Stokes equations, and the corresponding linear system was solved by the direct

method of Crout. For this problem, we approach the evolution in time of the solution,

following the method of Characteristics Galerkin. The choice of solver and validation

of the numerical method was made by considering the problem of Kim-Moin in square

domain Ω = [0.25, 1.25]× [0.5, 1.5] for which it was considered for a refine mesh and

a coarse mesh with several times steps. We compared the results obtained by Crout

method and Conjugate Gradient method taking into account errors analysis and the

CPU time.

With a view to possible future work, we made an approach of modeling of blood flow

with an unsteady Navier-Stokes problem with a pulsatil flow, in different geometries

for which we can establish analogy with existing cardio vascular systems. The bound-

ary conditions considered attempted to describe the conditions in the model of blood

flow.

89
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By comparing the simulations results from their velocity, velocity vectors, pressure,

streamlimes and volume flux many differences can be noted due to geometry of the

domain.

The type of Newtonian fluid flow is dependent on the geometry.
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Appendix: Some basic results

Review on metrics spaces

Let V be real vector space.

Let (·, ·) : V × V → R satisfying ∀u, v, w ∈ V and λ ∈ R:

(u+ v, w) = (u, w) + (v, w)

(λu, v) = λ(u, v)

(u, v) = (v, u)

u 6= 0 ⇒ (u, u) > 0

then (·, ·) is said to be a scalar product on V .

Given a vector space V with a scalar product (·, ·)V we can define the norm of vector

v ∈ V as

‖v‖V =
√
(v, v)V .

We recall that any scalar product verifies the Cauchy-Schwarz inequality

|(u, v)| ≤ ‖u‖V ‖v‖V , ∀u, v ∈ V (A-1)

and the parallelogram law

‖u+ v‖2V + ‖u− v‖V = 2
∥∥u2
∥∥
V
+ 2 ‖v‖2V ∀u, v ∈ V. (A-2)

The pair (V, ‖·‖) is called normed vector space.

We define a metric associated with the norm as

d(u, v) = ‖u− v‖V .
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So, every normed vectorial space is a metric space.

Supposing V is a normed vectorial space. Let {um}
∞
m=1 ⊂ V be a sequence. Then

the sequence is said to be Cauchy sequence if it satisfies

lim
n,m→∞

||um − un||V = 0

A metric space V is a complete space when all Cauchy sequence in V is convergent.

A complete normed vector space V is said to be a Banach space.

A vectorial space V with the scalar product (·, ·)V and complete for the norm ‖.‖V=
√
(·, ·)V

is called Hilbert space.

Let l(·) : V → R be a linear form, i.e,

l(αv + βw) = αl(v) + βl(w), ∀α, β ∈ R, v, w ∈ V (A-3)

then l(·) is said to be bounded if

∃cl > 0 such that |l(v)| ≤ cl||v||V , ∀v ∈ V (A-4)

Remark:

We can also say that a linear functional l(·) is continuous when it is bounded.

Let a(·, ·) : V → R. If ∀α, β ∈ R, ∀u, v, w ∈ V

a(αv + βw, u) = αa(v, u) + βa(w, u),

a(u, αv + βw) = αa(u, v) + βa(u, w),

then a(·, ·) is bilinear. This bilinear form is symmetric if

a(u, v) = a(v, u) ∀u, v ∈ V

Review on differential operators

For the following, we consider Ω ⊆ R
3.
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Gradient operator

Let u : Ω → R be differentiable in Ω. The gradient of u defines a vector field on Ω,

denoted by ∇u, as follows

∇u =

[
∂u

∂xj

]

j=1,...,3

=




∂u
∂x1

∂u
∂x2

∂u
∂x3


 . (A-5)

The vector field u : Ω → R
3 is differentiable if all componentes are differentiable. The

gradient of u is a tensor field defined by ∇u =

[
∂ui
∂xj

]

3×3

, i.e,

∇u =




∂u1
∂x1

∂u1
∂x2

∂u1
∂x3

∂u2
∂x1

∂u2
∂x2

∂u2
∂x3

∂u3
∂x1

∂u3
∂x2

∂u3
∂x3




.

Divergence operator

Let u : Ω → R
3 be differentiable in Ω. Then the divergence of u is a scalar defined by

∇ · u =
3∑

i=1

∂ui
∂xi

.

Let T : Ω → R
3×3 be a tensor field. A tensor field is differentiable if all of its

components are differentiable. For a differentiable tensor fieldT the divergence defines

as vector field as follows,

(∇ ·T)i =
3∑

j=1

∂Tij
∂xj

, i = 1, 2, 3.

i.e.,
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∇ ·T =




∂T11
∂x1

+
∂T12
∂x2

+
∂T13
∂x3

∂T21
∂x1

+
∂T22
∂x2

+
∂T23
∂x3

∂T31
∂x1

+
∂T32
∂x2

+
∂T33
∂x3




Laplacian operator

For a scalar real smooth function u : Ω → R we denote the Laplacian of u as

∆u = ∇ · (∇u) =
3∑

j=1

∂2u

∂x2j
. (A-6)

For a real smooth vector field function, the Laplacian is a vector field whose compo-

nents are the Laplacian of the components of u, is defined by

∆u = [∆u1, . . . ,∆ud]
t ,

where t denote the transpose.

Vector identities and notations

Taking a scalar p and a vector field u, then

∇ · (pu) = ∇p · u+ p∇ · u. (A-7)

where ∇p · u =
3∑

i=1

∂p

∂xi
ui.

Taking a vector field u and a tensor T, then the component i (i = 1, . . . , 3) of the

product T · u is given by

(T · u)i =
3∑

j=1

Tijuj. (A-8)

The double dot operation between two tensors defines the matrix inner product is

defined as
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S : T =
3∑

i=1

3∑

j=1

SijTji. (A-9)

In R
2 all previous definitions extend naturally.

We define the directional derivative of a scalar field u on Ω along the normal direction

as

∂u

∂n
= ∇u · n.

Let A be square matrix. We say that A is symmetric if

AT = A.

We say that A is positive definite if, for all non-zero vector x in R
3

xTAx > 0

Some equalities

Let u be a vector field function on Ω such that ∇ · u = 0, then

2∇·D (u) = 2∇·

[
1

2

(
∇u+ (∇u)t

)]
= ∇· (∇u)+∇· (∇u)t = ∆u+∇ (∇ · u) = ∆u.

(A-10)

We have ∇ · (∇u)t = ∇ (∇ · u) since

[
∇ · (∇u)t

]
i
=

3∑

j=1

∂

∂xj

∂uj
∂xi

=
3∑

j=1

∂

∂xi

∂uj
∂xj

=
∂

∂xi

3∑

j=1

∂uj
∂xj

=
[
∇ (∇ · u)t

]
i

(A-11)

Taking into account the property of summations we obtain the following equality
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∫

Ω

D(u) : D(v) =

∫

Ω

1

2

[
∇u+ (∇u)t

]
:
1

2

[
∇v + (∇v)t

]

=
1

4

∫

Ω

3∑

i,j=1

(
∂ui
∂xj

+
∂uj
∂xi

)(
∂vi
∂xj

+
∂vj
∂xi

)

=
1

4

∫

Ω

3∑

i,j=1

(
∂ui
∂xj

∂vi
∂xj

+
∂uj
∂xi

∂vi
∂xj

+
∂ui
∂xj

∂vj
∂xi

+
∂uj
∂xi

∂vj
∂xi

)

=
1

4

∫

Ω

3∑

i,j=1

(
∂ui
∂xj

∂vi
∂xj

+
∂uj
∂xi

∂vi
∂xj

+
∂uj
∂xi

∂vi
∂xj

+
∂ui
∂xj

∂vi
∂xj

)

=
1

2

∫

Ω

∇u : ∇v +
1

2

3∑

i,j=1

∂uj
∂xi

∂vi
∂xj

=
1

2

∫

Ω

∇u : ∇v +
1

2

∫

Ω

(∇u)t : ∇v

=

∫

Ω

1

2

(
∇u+ (∇u)t

)
: ∇v

=

∫

Ω

D(u) : ∇v

(A-12)

Remark that using (3.14) and the Green’s formula (theorem 3.1.2) we have, for all

u ∈ V,
∫

Ω

D(u) : D(v) =

∫

Ω

D(u) : ∇v =

= −

∫

Ω

∇ ·D(u) : v +

∫

∂Ω

(D(u) · n) · v =

= −

∫

Ω

∇ ·D(u) : v, ∀v ∈ V.

(A-13)

But,
∫

Ω

∇ ·D(u) : v =

∫

Ω

∇ ·
[
∇u+ (∇u)t

]
: v =

∫

Ω

∇ · (∇u) : v =

∫

Ω

∇u : ∇v (A-14)

as consequence of (2.21) and Green’s formula.

Then, we conclude

∫

Ω

D(u) : D(v) =

∫

Ω

∇u : ∇v. (A-15)


